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Event horizon
“a point of no return”
“a boundary beyond which events cannot affect an observer on the opposite 

side of it”1

On April 10, 2019, the first image of a black hole was presented to 

humanity (figure P.1). To produce this miracle, scientists and engineers 

from a team spanning the globe turned the earth itself into a vast sensor. 

They called this earth-as-sensor the Event Horizon Telescope (EHT). Only 

a dish the size of the planet itself would be sensitive enough to collect 

weak electromagnetic signals from more than 50 million light-years away 

and, through this activity, provide empirical evidence for one implication 

of Albert Einstein’s general theory of relativity.

When the image was released, it circulated at literally the speed of light 

across that most human and social of networks, the internet. Comments 

online ranged from amazement to frustration that the black hole seemed 

to look just like we thought it might: “Awesome,” “amazing,” “mystical,” 

and “capable of making humans fall in love” jockeyed with “anticlimac-

tic,” “Really?,” and “It looks like the Eye of Sauron from The Lord of the 

Rings.”2 Perhaps, the latter commentators seemed to be suggesting, the 

visual output of the process of turning our entire planet into a sensing 

PROLOGUE: WELCOME TO THE 
SMART PLANET
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technology was simply an artifact of computer graphics algorithms—that 

is, merely another stereotypical image that drew on and recalled long-

standing Western cultural tropes of radically alien and powerful forces. By 

combining mythic and aesthetic conceptions of outer space and the power 

of the gods with the dream of scientific objectivity and a form of vision 

enabled by technology, the image of the black hole brought together two 

disjunctive temporalities: on the one hand, this event image crystallized 

a new imaginary of planetary (and even post-planetary) spaces fully inte-

grated through data and machine sensing; on the other hand, the event 

image mobilized very old conventions of what extreme nonhuman alter-

ity might look like, returning us to the legacies of myths and gods.

However one wants to understand the scientific truth of this image, we 

argue that the image itself provides evidence of a radical reformulation 

of perception and cognition. This image presents the figure of the termi-

nal limits of human perception even as it also embodies a new form of 

P.1  First image of a black hole, April 10, 2019. Source: NASA Jet Propulsion Laboratory, 

https://www​.jpl​.nasa​.gov​/edu​/news​/2019​/4​/19​/how​-scientists​-captured​-the​-first​-image​

-of​-a​-black​-hole​/​.

https://www.jpl.nasa.gov/edu/news/2019/4/19/how-scientists-captured-the-first-image-of-a-black-hole/
https://www.jpl.nasa.gov/edu/news/2019/4/19/how-scientists-captured-the-first-image-of-a-black-hole/
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experience and perception enabled by the literal networking of the entire 

planet into a sensor-perception instrument and experiment. This image 

is in this sense an allegory of the artificial intelligence and machine-

learning systems that underpin it; it is both an image of a black hole and 

an image of an entire planet turned into a data-gathering machine. It is, 

we suggest, an image of smartness.

We open our prologue with this example as a way of pointing toward 

the basic question this book seeks to answer: namely, how have we come 

to see the planet and its denizens as data-collecting instruments? We sug-

gest that this question requires us to rethink conventional approaches to 

smartness. The term “smartness” now usually comes attached to some digi-

tal technology or environment—for example, smartphones, smart cities, 

or smart cars. Critical analyses have understandably tended to focus on 

the specific genealogies, promises, and perils of those spaces or devices. 

We propose, however, that smartness, as the term itself suggests, should be 

understood as first and foremost an epistemology: that is, a way of know-

ing and representing the world so that one can act in and upon that world. 

This epistemology relies on new practices, technologies, and subjects, and 

these include artificial intelligence and machine learning, which are the 

bedrock of smartness. However, as we will note in the chapters that follow, 

treating smartness as an epistemology means approaching artificial intelli-

gence and machine learning not simply as techniques for solving problems 

of calculation but rather as modes of addressing the world in terms of logic 

gates, networked intelligence, and distributed populations.

To clarify this point, we provide here several additional orienting images, 

each linked in different ways to the EHT image of the event horizon. Our 

second and third images document a key installation in the EHT, the Ata-

cama Large Millimeter/Submillimeter Array (ALMA) installation (figures 

P.2 and P.3). On March 13, 2017, one of this book’s authors (Halpern) vis-

ited this installation. Located on the Chajnantor Plateau in the Atacama 

Desert in Chile, the radio telescopes are positioned at an elevation of 5,050 

meters in one of the driest and most extreme environments on earth.

If the event horizon is a point of no return, the Atacama is the land-

scape of that horizon, the infrastructure for our imaginaries of abandon-

ing earth and leaving the past behind. NASA and other space agencies 

use this desert to test equipment, train astronauts, and study the possible 
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astrobiology of the planets we will purportedly colonize in the future. 

There is, of course, something of an irony here, for the goal of ALMA itself 

is to collect history: every signal processed by the installation is eons old, 

having traveled millions or billions of light-years in time-space.

To produce the event horizon image, scientists used interferometry, a 

process that correlates the different radio waves captured by many tele-

scopes into a singular representation. The key difficulty in this process 

is removing the massive amounts of noise in the data so that only those 

signals matching the theory of relativity’s predictions for a black hole are 

correlated across EHT collection sites. Since a black hole (and, in fact, any 

stellar object) is very small compared to the scale of space, data from many 

different sources enters the receiving dishes, and so the signal-to-noise 

ratio is minuscule. Only machines have the capacity to analyze this quan-

tity of data. However, machines can do this only when they are assisted 

by human “data cleaners.” These data-cleaning teams employ different 

machine-learning approaches—including so-called unsupervised learning 

P.2  High-altitude submillimeter wave array, ALMA Observatory, Chajnantor Plateau, 

Atacama, Chile. Part of the EHT. Source: Photo by Orit Halpern, March 13, 2017.
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P.3  ALMA towing vehicles, ALMA Observatory, Chajnantor Plateau, Atacama, Chile. 

Part of the EHT. Source: Photo by Orit Halpern, March 13, 2017.
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methods, in which computers try out algorithms on their own—in an 

effort to identify artifacts in the data and remove them.3 This was, how-

ever, quite difficult since no one had previously “seen” an event horizon 

so no one knew exactly what counted as signal and what counted as noise. 

In the face of such uncertainty, machines help us decide what is meaning-

ful and what is not.

ALMA is one of the nodes of the network that enabled the EHT to turn 

the earth itself into a medium for capturing black hole data. However, 

the physical location of ALMA—namely, the Atacama Desert—allows 

us to understand several other ways in which earth itself has become a 

medium for smartness. Katie Detwiler, an anthropologist working in the 

Atacama (and Halpern’s guide), notes that many here repeat the mantra 

that “Chile is copper.” Copper is fundamental to smartness, for its electri-

cal conductive properties mean that this element is in essentially every 

machine on earth, including ALMA. The Atacama Desert contains some 

of the largest copper mines on earth, and the excavation of copper from 

this area and the threading of this element throughout the world in the 

form of devices is another way in which the earth becomes a medium.

Moreover, copper mining itself has become smart, in part by turn-

ing the inside of the mine into a smart environment. At the Center for 

Mathematical Modeling at the University of Chile, located in Santiago, 

some 1,600 kilometers south of ALMA, Alejandro Jofré —one of the cen-

ter’s lead scientists in mathematical modeling and trained in optimiza-

tion and game theory—explains that the center aims to bring the best 

in mathematical modeling to bear on questions of mine optimization, 

discovery, and supply chain management (figures P.4 and P.5). Reduc-

ing costs around, and improving, exploration is critical, as this is the 

most difficult and expensive part of the extraction industry process, 

often resulting in no return on investment. Better modeling and machine 

learning allows mine managers to extend their operations, discover ever 

more minute deposits of ore, and continue to expand extraction. And 

the application of artificial intelligence and big data solutions in geology 

and in mine management has in fact increased Chile’s contribution to 

the global copper market: despite increasingly exhausted mine reposi-

tories, Chile increased its global share of copper for industrial use from 

16 percent in 1990 to 30 percent in 2020.4 And Codelco, the Chilean 
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P.4 and P.5  Dr. Alejandro Jofré presenting on real-time analytics for decision-making 

in extraction. Center for Mathematical Modeling, University of Chile, Santiago. Source: 

Photos by Orit Halpern, March 21, 2017.
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state-owned copper conglomerate, has entered major agreements with 

Uptake, a Chicago-based artificial intelligence and big data enterprise plat-

form provider.5

A few miles from ALMA lies another landscape of extraction, metal, 

and energy, also linked to the stars and our future(s). SpaceX, Tesla, and 

the high-tech industries that in theory will eventually allow us to rid our-

selves of the old heavy-industrial and carbon-based economies all bank 

on the Atacama, for this desert contains not only copper but also the 

“new gold,” lithium (figure P.6). Lithium is the lightest of metals, and also 

one of the oldest (it was one of only three elements created at the time of 

the Big Bang). Lithium provides the key ingredient for the batteries that 

power most of our smart devices and is thus a central part of the antici-

pated greener futures of both machines and energy.

The salt beds from which lithium is extracted via brine are beautiful. 

Lithium is never pure but always mixed with other elements, many of 

which are also valuable, such as magnesium and potassium. As one looks 

over the extraction fields, one sees an array of colors, running from yel-

low to bright blue. The first fields are still full of potassium, which can 

serve as the key element for fertilizers; as the beds dry longer, they turn 

bluer and then more yellow. Finally, after almost a year, the bed dries 

and lithium salt emerges.6 The salt is scraped from the bed, harvested, 

separated from trace boron and magnesium, and affixed with sodium car-

bonate for sale. Alejandro Bucher, the technical manager of the Sociedad 

Química y Minera (SQM) installation, takes us on a tour. SQM, he tells 

us, is environmentally excellent, as almost no chemicals are used in the 

process. The extraction of lithium is solar powered—the sun dehydrates 

the water and draws off the salts—and is thus a “pure” process. Or rather, 

almost pure, since the process also requires a significant amount of water, 

which is generally lacking in a desert. He assures us, however, that recent 

and future technical advances will optimize this problem and make the 

environment resilient, as more efficient water evaporation capture sys-

tems and desalinization plants reduce the impact of lithium extraction 

on the desert and on these brine waters, which are also sites of fragile 

ecosystems of shrimp, unique bacteria, and flamingos.7

Environmentalists do not necessarily agree with this prediction, and the 

general process of assessing environmental impact here has been critiqued 
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P.6  Salar de Atacama, Sociedad Química y Minera fields. Source: Photo by Orit Halpern, 

March 23, 2017.
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as opaque.8 While copper mines in Chile are still state controlled, SQM is 

a private company. SQM has been attacked for anti–trade union practices, 

and unions are fighting to label lithium a matter of national security so 

the state can better regulate the material. SQM is also part of the planetary 

systems of logistics around belt roads and resources. In 2018, the Chinese 

corporation Tianqi acquired a 24 percent share of SQM, essentially coming 

to dominate the corporation. While the Chilean government continues 

to monitor the situation and seeks to limit Chinese participation on the 

board of the corporation, the situation is still in flux.9 These logistic games 

demand privatized water supplies, which in turn threaten indigenous vil-

lages in the area, increasing the precarity of populations already under-

stood by many as disposable.10

As we noted, these salt beds serve as fragile infrastructures for unique 

ecosystems and communities that are threatened by the extraction process. 

Ironically, one of the groups threatened by lithium extraction is another 

group of scientists, astrobiologists, who study the bacteria in these brines in 

order to imagine our future on other planets. The bacteria that live in these 

salt flats have evolved in a manner seen almost nowhere else on earth, and 

the extreme conditions of this environment might thus offer clues about 

life on Mars, survival in space, and forms of life that could exist on other 

planets. We cannot expect to be alone in the universe, and these bacteria 

allow us to envision, via their novel metabolisms and capacity to live under 

pH conditions lethal to most other organisms, other possibilities for life. 

Hence, these astrobiologists argue, we cannot afford to destroy these salt 

beds in order to make lithium batteries, for these beds are an irreplaceable 

source of knowledge for our survival elsewhere and for our understanding 

of how we might terraform other planets.11 What, then, to do when the 

future that these batteries make possible also seems to disappear through 

the process of extraction necessary for the power source?

THE SMARTNESS MANDATE

We opened with this topography of Chile, and especially the Atacama, 

because it defines the possibilities and problems of what we call in this 

book the smartness mandate. Our visual topography also allows us to ref-

erence, while at the same time frame, earlier efforts to understand how 
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contemporary life is governed by capitalism and calculation. Chile played 

an important role in Naomi Klein’s pathbreaking book The Shock Doctrine, 

published a decade ago. Klein described this book as a letter or message 

from the front lines of neoliberalism, and her tour de force provided us 

with a new vocabulary—and, equally important, a new tactical map, or 

topographical representation, or image—for understanding how contem-

porary forms of capitalism operate. Klein took around 30 years of history 

and discovered a pattern in the data, which she called disaster capitalism. 

This pattern linked the actions of psychiatrists who experimented with 

electrical shocks on patients in the 1950s to the torture and massacre of 

political dissidents and the violent reorganization of the economy in the 

name of structural readjustment in the 1970s. Chile played a key role 

in Klein’s account, for it was here, under the dictator Augusto Pinochet, 

that many of these psychological and economic transformations were 

first linked in the context of national politics.

Today, the doctrine of shock has never appeared more pertinent, espe-

cially as we finish writing this book in the midst of the COVID-19 pan-

demic. In our current moment, market volatility, planetary-scale disease 

tracking, and human suffering appear to be “naturally” connected, and 

saving the stock market has often seemed to some to be more impor-

tant than saving human lives. Yet even as COVID-19 shares much with 

pandemics in the past, never has the threat of disease and species-wide 

danger been shared so synchronically by means of media. In other words, 

computational and digital technologies mark this event in unprecedented 

ways. We track curves, analytics, and numbers and assume that big data 

will allow us to manage the plague that has arrived. Automated platforms 

and social networks deliver our goods, mediate our work and friendships, 

trade stocks, and maintain what was once called the social. Artificial intel-

ligence and machine learning are also being deployed (or at least imag-

ined) to predict future disease curves and to rapidly discover, test, and 

simulate the molecular structures and compounds that might serve as 

treatments or vaccines. This turn to computation as the infrastructure 

of salvation is unique, we argue, to our present. Since so few of these 

computational capacities are actualized, this says much about our future 

imaginaries of life on this planet (and, within this imaginary, on other 

planets in the future). This machine dream signifies a new phase in both 
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betting on and experimenting with possible futures through computa-

tional techniques.

Our current situation thus begs the question of what has and what has 

not changed over the last 50 years—that is, since the emergence of disaster 

capitalism in the 1970s. Klein focused primarily on how natural and politi-

cal disasters are made commensurable through the logic of experiment and 

through technology. For psychiatrists, the experiment was located in the 

transformation of the psyche and its reprogramming, while for “the Chi-

cago Boys”—that is, neoliberal economists such as George Stigler and Mil-

ton Friedman, based at the University of Chicago—entire economies were 

positioned as test beds for economic theories that these markets could help 

turn into realities via the mediation of dictators such as Pinochet. However, 

we argue that, in our present moment, cities, financial markets, and the 

earth itself have become experiments for computation, and this represents 

a development that exceeds Klein’s concepts of the shock doctrine and 

disaster capitalism.

This prologue thus returns to the site originally mapped as the first 

“experiment” in shock and economy, Chile, and seeks to underscore, 

through a new set of images, the new coordinates of our present. We 

hope through this means to change our perspective on what smartness 

denotes and what it might make possible. This serves as our own letter of 

care for the effort to make this “new nature” less normal, queerer, and 

different.



On November 6, 2008, still in the immediate aftermath of the world-

wide economic crisis initiated by the US subprime mortgage market col-

lapse, then-chairman of IBM Sam Palmisano delivered a speech at the 

Council on Foreign Relations in New York City. The council is one of 

the foremost think tanks in the United States, its membership composed 

of senior government officials, members of the intelligence community 

(including the CIA), business leaders, financiers, lawyers, and journalists. 

Yet Palmisano was not there to discuss the fate of the global economy. 

Rather, he introduced his corporation’s vision of the future in a talk titled 

“A Smarter Planet.” In glowing terms, Palmisano laid out a vision of fiber-

optic cables, high-bandwidth infrastructure, seamless supply chain and 

logistical capacity, a clean environment, and eternal economic growth, 

all of which were to be the preconditions for a “smart” planet. IBM, he 

argued, would lead the globe to the next frontier, a network beyond social 

networks and mere Twitter chats. This future world would come into 

being through the integration of humans and machines into a seamless 

Internet of Things that would generate the data necessary for organizing 

production and labor, enhancing marketing, facilitating democracy and 

prosperity, and—perhaps most importantly—for enabling a mode of auto-

mated, and seemingly apolitical, decision-making that would guarantee 

the survival of the human species in the face of pressing environmental 

INTRODUCTION
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challenges. In Palmisano’s talk, “smartness” referred to the interweaving 

of dynamic, emergent computational networks with the goal of produc-

ing a more resilient human species—that is, a species able to absorb and 

survive environmental, economic, and security crises by perpetually opti-

mizing and adapting technologies.1

Palmisano’s speech was notable less for its content, which to a large 

degree was an amalgamation of existing claims about increased bandwidth, 

complexity, and ecological salvation, than for the way in which its eco-

nomic context and planetary terminology made explicit a hitherto tacit 

political promise that had attended the rise of smart technologies. Though 

IBM had capitalized for decades on terms associated with intelligence and 

thought—its earlier trademarked corporate slogan was “Think”—by 2008 

the adjective “smart” was attached to many kinds of computer-mediated 

technologies and places, including phones, houses, cars, classrooms, bombs, 

chips, and cities. Palmisano’s “smarter planet” tagline drew on these earlier 

invocations of smartness, especially the notion that smartness required an 

extended infrastructure that produced an environment able to automate 

many human processes and respond in real time to human choices. His 

speech also underscored that smartness demanded an ongoing penetra-

tion of computing into infrastructure to mediate daily perceptions of 

life. (Smartphones, for example, are part of a discourse in which the 

world is imagined as networked, interactive, and constantly accessible 

through technological interfaces, and a smartphone’s touch screen is in 

fact enabled by an infrastructure of satellite networks, server farms, and 

cellular towers, among many other structures that facilitate regular access to 

services, goods, and spatial location data.) But as Palmisano’s speech made 

clear, these infrastructures now demanded an infrastructural imaginary—an 

orienting telos about what smartness is and does. This imaginary redefined 

no less than the relationships among technology, human sense perception, 

and cognition. With this extension of smartness to both the planet and the 

mind, what had been a corporate tagline became a governing project able to 

individuate a citizen and produce a global polity.

This new vision of smartness is inextricably tied to the language of crisis, 

whether the latter is a financial, ecological, or security event. But where 

others might see the growing precariousness of human populations as best 

countered by conscious planning and regulation, advocates of smartness 
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instead see opportunities to decentralize agency and intelligence by distrib-

uting it among objects, networks, and life-forms. They predict that environ-

mentally extended smartness will take the place of deliberative planning, 

allowing resilience in a perpetual transforming world. Palmisano proposed 

“infus[ing] intelligence into decision making” itself.2 What Palmisano pre-

sented in 2008 as the mandate of a single corporation is in fact central to 

contemporary design and engineering thinking more generally.

We call these promises about computation, complexity, integration, 

ecology, and crisis the smartness mandate. We use this phrase to mark the 

fact that the assumptions and goals of smart technologies are widely 

accepted in global polity discussions and that they have encouraged 

the creation of novel infrastructures that organize environmental pol-

icy, energy policy, supply chains, the distribution of food and medicine, 

finance, and security policies. The smartness mandate draws on multiple 

and intersecting discourses, including ecology, evolutionary biology, 

computer science, and economics. Binding and bridging these discourses 

are technologies, instruments, apparatuses, processes, and architectures. 

These experimental networks of responsive machines, computer main-

frames, political bodies, sensing devices, and spatial zones lend durable 

and material form to smartness, often allowing for its expansion and 

innovation with relative autonomy from its designers and champions.

This book critically illuminates some of the key ways in which the 

history and logic of the smartness mandate have become dynamically 

embedded in the objects and operations of everyday life—particularly the 

everyday lives of those living in the wealthier Global North but, for the 

advocates of smartness, ideally the lives of every inhabitant of the globe. 

This approach allows us to consider questions such as the following: What 

kinds of assumptions link the “predictive” product suggestions made to 

a global public by retailers such as Amazon or Netflix with the efforts 

of Korean urban-planning firms and Indian economic policy-makers to 

monitor and adapt in real time to the activities of their urban citizenry? 

What kinds of ambitions permit the migration of statistically based mod-

eling techniques from relatively banal consumer applications to regional 

and transnational strategies of governance? How do smart technologies 

that enable socially networked applications for smartphones—for exam-

ple, the Microsoft Teams app, which enables distributed multisite and 
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multiuser conversation and workflow and is used by 75 million regis-

tered users a day (located primarily in the US, Europe, Latin America, 

and Asia)—also cultivate new forms of global labor and governmentality, 

the unity of which resides in the coordination via smart platforms rather 

than, for example, geographical proximity or class?3 Each of these exam-

ples relies upon the mediation of networks and technologies that are des-

ignated to be smart, yet the impetus for innovation and the agents of this 

smartness often remain obscure.

We see what is still the relatively short history of smartness as a decisive 

moment in histories of reason and rationality. In their helpful account of 

what they call “Cold War rationality,” Paul Erickson and his colleagues 

have argued that in the years following World War II, American science, 

politics, and industry witnessed “the expansion of the domain of ratio-

nality at the expense of . . . ​reason,” as machinic systems and algorithmic 

procedures displaced judgment and discretion as ideals of governing ratio-

nally.4 Yet at the dawn of the twenty-first century, Cold War rationality 

gave way to the tyranny of smartness, an eternally emergent program of 

real-time, short-term calculation that substitutes demos (i.e., provisional 

models) and simulations for those systems of artificial intelligence and pro-

fessional expertise and calculation imagined by Cold War rationalists. In 

place of Cold War systems based on “rational” processes that could still fall 

under the control and surveillance of centralized authorities or states, the 

smartness mandate embraces the ideal of an infinite range of experimental 

existences, all based on real-time adaptive exchanges among users, envi-

ronments, and machines. Neither reason nor rationality is understood as 

a necessary guide for these exchanges, for smartness is presented as a self-

regulating process of optimization and resilience (terms that, as we note 

below, are themselves moving targets in a recursive system).

Whereas Cold War rationality was highly suspicious of innovation, the 

latter is part of the essence of smartness. In place of the self-stabilizing 

systems and homeostasis that were the orienting ideal of Cold War 

theorists, smartness assumes perpetual growth and unlimited turmoil; 

destruction, crisis, and the absence of architectonic order or rationality 

are the conditions for the possibility for smart growth and optimization. 

Equally important, whereas Cold War rationality emanated primarily 

from the conceptual publications of a handful of well-funded think tanks, 
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which tended to understand national populations and everyday culture as 

masses that need to be guided, smartness pervades cell phones, delivery 

trucks, and health-care systems and relies on the interactions among, and 

the individual idiosyncrasies of, millions or even billions of individuals 

around the planet. Moreover, whereas Cold War rationality was dominated 

by the thought of the doppelgänger rival (e.g., the US vs. the USSR, the 

East vs. the West), smartness is not limited to binaries.5 Rather, it under-

stands threats as emerging from an environment that, because it is always 

more complex than the systems it encompasses, can never be captured in 

the simple schemas of rivalry or game theory. This in turn allows smart-

ness to take on an ecological dimension: the key crisis is no longer simply 

that emerging from rival political powers or nuclear disaster but rather, 

more fundamentally, intrinsically unforeseeable events that will necessar-

ily continue to emerge from an always too-complex environment.

If smartness is what follows after Cold War understandings of reason 

and rationality, the smartness mandate is the political imperative that 

smartness be extended to all areas of life. In this sense, the smart mandate 

is what comes after the shock doctrine, powerfully described by Naomi 

Klein and others.6 As Klein notes in her book of the same name, the shock 

doctrine was a set of neoliberal assumptions and techniques that taught 

policy-makers in the 1970s to take advantage of crises to downsize gov-

ernment and deregulate in order to extend the rationality of the free mar-

ket to as many areas of life as possible. The smart mandate, we suggest, 

is the current instantiation of a new technical logic with equally trans-

formative effects on conceptions and practices of governance, markets, 

democracy, and even life itself. Yet where the shock doctrine imagined a 

cadre of experts and advisers deployed to various national polities to lib-

erate markets and free up resources during moments of crisis, the smart-

ness mandate both understands crisis as the normal human condition 

and extends itself by means of a field of plural agents—including envi-

ronments, machines, populations, and data sets—that interact in complex 

manners and without recourse to what was earlier understood as reason or 

intelligence. If the shock doctrine promoted the idea that systems had to 

be fixed so that natural economic relationships could express themselves, 

the smartness mandate aims instead at resilience and practices manage-

ment without ideals of futurity or clear measures of success or failure. We 
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describe this imperative of developing and instantiating smartness every-

where as a mandate in order to capture both its political implications—

though smartness is presented by its advocates as politically agnostic, it 

is more accurate to see it as reconfiguring completely the realm of the 

political—and the premise that smartness is only possible by drawing upon 

the collective intelligence of large populations.

We illuminate the deep logic of smartness and its mandate in four 

chapters, each focused on a different aspect of the smartness mandate. 

These chapters take up the following questions:

1.	 What is the agent of smartness (i.e., what, precisely, enacts or possesses 

smartness)?

2.	 Where does smartness happen (i.e., what kind of space does smartness 

require)?

3.	 What is the key operation of smartness (i.e., what does smartness do)?

4.	 What is the purported result of smartness (i.e., at what does it aim)?

Our answers to these four questions are as follows:

1.	 The (quasi-)agents of smartness are populations.

2.	 The territory of smartness is the experimental zone.

3.	 The key operation of smartness is derivation.

4.	 Smartness produces resilience.

Focusing on how the logics and practices of populations, experimental 

zones, derivation, and resilience are coupled enables us to illuminate not 

simply particular instantiations of smartness—for example, smart cities, 

grids, or phones—but smartness more generally and its mandate (“every 

process must become smart!”).

Our analysis draws inspiration from Michel Foucault’s concepts of gov-

ernmentality and biopolitics, Gilles Deleuze’s brief account of “the con-

trol society,” and critical work on immaterial labor. We describe smartness 

genealogically—that is, as a concept and practices that emerged from the 

coupling of logics and techniques from multiple fields, including ecol-

ogy, computer science, and government policy. We also link smartness to 

the central object of biopolitics—namely, populations—and see smartness 

as bound up with the key goals of biopolitics and governmentality. We 

emphasize the importance of a mode of control based on what Deleuze 

describes as open-ended modulation, rather than the permanent molding 
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of discipline. We also underscore the centrality of data drawn from the 

everyday activities of large numbers of people. Yet insofar as smartness 

positions the global environment as the fundamental orienting point for 

all governance—that is, as the realm of governance that demands that 

all other problems be seen from the perspective of experimental zones, 

populations, resilience, and optimization—the tools offered by existing 

concepts of biopolitics, the control society, and immaterial labor take us 

only part of the way in our account.7

POPULATIONS

Populations are the agents—or more accurately, the enabling medium—of 

smartness. Smartness is located neither in the source (producer) nor in the 

destination (consumer) for a product such as a smartphone but is rather the 

outcome of the algorithmic manipulation of billions of traces left by thou-

sands, millions, or billions of individual users. Smartness requires these 

large populations, for they are the medium of what we will call the partial 

perceptions within which smartness emerges. Although, as we discuss below, 

these populations should be understood as fundamentally biopolitical in 

nature, it is more helpful first to recognize the extent to which smartness 

relies on an understanding of populations drawn from twentieth-century 

biological sciences such as evolutionary biology and ecology (figure I.1).

Biologists and ecologists often use the term “population” to describe 

large collections of individuals with the following characteristics:

1.	 Each member of the population differs at least slightly from one another.

2.	 These differences allow some individuals to be more “successful” vis-à-

vis their environment than other individuals.

3.	 There is a form of memory that enables differences that are successful 

to appear again in subsequent generations.

4.	 As a consequence of (3), the distribution of differences across the pop-

ulation tends to change over time.8

This emphasis on the importance of individual differences for long-term 

fitness thus distinguishes this use of the term “population” from more 

common political uses of the term to describe the individuals who live 

within a political territory.9
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Smartness takes up a biologically oriented concept of population but 

repurposes it for nonbiological contexts. Smartness presumes that each 

individual is not only biologically distinct but also distinct in terms of 

“social” characteristics such as habits, knowledge, and consumer prefer-

ences, and that information about these individual differences can be 

usefully grouped together so that algorithms can locate subgroupings of 

this data that thrive or falter in the face of specific changes. Though the 

populations of data drawn from individuals may map onto traditional 

biological or political divisions, groupings and subgroupings might also 

revolve around consumer preferences and could be drawn from individ-

uals in widely separated geographical regions and polities (for example, 

Netflix’s populations of movie preferences are currently created from users 

distributed throughout 190 countries).10 Moreover, though these data pop-

ulations are (generally) drawn from humans, they are best understood as 

distinct from the human populations from which they emerge: these are 

simply data populations of, for example, preferences, reactions, or abilities. 

I.1  Diagram speculating on various futures for population reproduction curves and 

deriving fecundity and morbidity (bottom row) from these curves. Source: C. S. Holling, 

“Resilience and Stability of Ecological Systems,” Annual Review of Ecological Systems 

4 (1973): 1–23, 21.
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This is true even in the case of information drawn from human bodies 

located in the same physical space. In the case of the smart city, the infor-

mation streaming from Fitbits, smartphones, credit cards, and transport 

cards is generated by human bodies in close physical proximity to one 

another, but individual data populations are then agglomerated at differ-

ent temporalities and scales, depending on the problem being considered 

(for example, transportation routing, energy use, or consumer preferences). 

These discrete data populations enable processes to be optimized (i.e., enable 

“fitness” to be determined), which in turn produces new populations of 

data and hence a new series of potentialities for what a population is and 

what potentials these populations can generate.

A key premise of smartness is that while each member of a population is 

unique, the population is also “dumb”—that is, limited in its perception—

and that smartness emerges as a property of the population as a whole only 

when these limited perspectives are linked via environment-like infrastruc-

tures. Returning to the example of the smartphone operating in a smart 

city, the phone becomes a mechanism for creating data populations that 

operate without the cognition or even the direct command of the subject 

(the smartphone, for example, automatically transmits its location and can 

also transmit other information about how it has been used). If populations 

enable long-term species survival in the biological domain, then popula-

tions enable smartness in the cultural domain, provided that populations 

are networked together with smart infrastructures. Populations are part 

of the perceptual substrate that enables modulating interactions among 

agents within a system that sustains particular activities. The infrastruc-

tures ensure, for example, that “given enough eyeballs, all bugs are shal-

low” (Linus’s law); that problems can be crowdsourced; that there can be 

collective intelligence; and so on.11

This creation and analysis of data populations is clearly biopolitical 

in the sense initially outlined by Michel Foucault, but it is also vital to 

recognize smartness as a significant mutation in the operation of biopoli-

tics. As Foucault stressed, the concept of population was central to the 

emergence of biopolitics in the late eighteenth century, for it denoted 

a collective body that had its own internal dynamics (of births, deaths, 

illness, etc.), which were quasi-autonomous in the sense that they could 

not be commanded or completely prevented by legal structures but could 
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nevertheless be subtly altered through biopolitical regulatory techniques 

and technologies (for example, required inoculations or free-market 

mechanisms).12 On the one hand, smartness is biopolitical in this same 

sense, for the members of its populations—movie watchers, cell phone 

users, health-care purchasers and users, and so on—are assumed to have 

their own internal dynamics and regularities, and the goal of gathering 

information about these dynamics is not to discipline individuals into 

specific behaviors but rather to find points of leverage within these regu-

larities that can produce more subtle and widespread changes.

On the other hand, the biopolitical dimension of smartness cannot be 

understood as simply “more of the same” for four reasons. First, and in 

keeping with Deleuze’s reflections on the control society, the institutions 

that gather data about populations are now more likely to be corporations 

rather than the state.13 Second, and as a consequence of the first point, 

smartness’s data populations often concern not those clearly biological 

events on which Foucault focused but rather variables such as attention, 

consumer choices, and transportation choices. Third, although the data 

populations that are the medium of smartness are drawn from populations 

of humans, this data relates differently to individuals than do Foucault’s 

more health-oriented examples. Data populations themselves often do not 

need to be (and sometimes cannot be) mapped directly back onto discrete 

human populations: one is often less interested in discrete events that hap-

pen only once in the individual biographies of the members of a polity 

(e.g., a smallpox infection) than in frequent events that may happen across 

widely dispersed groups of people (e.g., movie preferences). The analysis 

of these data populations is then used to create, via smart technologies, 

an individual and customized information environment around each indi-

vidual, which aims not to discipline individuals, in Foucault’s sense, but to 

extend ever deeper and further the quasi-autonomous dynamics of popu-

lations. Fourth, in the case of systems such as high-speed financial trad-

ing and derivatives and in the logistical management of automated supply 

chains, entire data populations are produced and acted upon directly 

through machine-to-machine data gathering, communication, analytics, 

and action.14 These new forms of automation and of producing populations 

mark transformations in both the scale and intensity of the interweaving of 

algorithmic calculation and life.
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ZONES

Smartness has to happen somewhere. However, because the agents, or 

media, of smartness are globally distributed populations, the geography 

of smartness no longer follows traditional political borders. Advocates of 

smartness generally imply or explicitly note that the space of smartness 

is not that of the national territory. Palmisano’s invocation of a smarter 

planet, for example, emphasizes the extraterritorial space that smartness 

requires: precisely because smartness aims in part at ecological salvation, 

its operations cannot be restricted to the limited laws, territory, or pop-

ulations of a given national polity. Designers of smart homes likewise 

imagine a domestic space freed by intelligent networks from the physical 

constraints of the traditional home while the fitness app on a smartphone 

conditions the training of a single user’s body through iterative calcula-

tions correlated with thousands or millions of other users across multiple 

continents.15 These activities all occur in space, but the nation-state is 

neither their obvious nor necessary container, nor is the human body 

and its related psychological subject their primary focus, target, or even 

paradigm (e.g., smartness often employs entities such as swarms that are 

never intended to cohere in the manner of a rational or liberal subject).

At the same time, smartness also depends on complicated and often 

delicate infrastructures, such as fiber-optic cable networks and commu-

nication systems capable of accessing satellite data or server farms that 

must be maintained at precise temperatures or safe shipping routes that 

are invariably located at least in part within national territories and often 

subsidized by federal governments. Smartness thus also requires the sup-

port of legal systems and policing to protect and maintain these infra-

structures, and most of the latter are provided by nation-states (even if 

partially in the form of subcontracted private security services).16

This paradoxical relationship of smartness to national territories is best 

understood as a mutation of the contemporary form of space known as 

zones. Related to histories of urban planning and development, where 

zoning has long been an instrument in organizing space, contemporary 

zones have new properties married to the financial and logistical prac-

tices that underpin their global proliferation. In the past two decades, 

urban historians and media theorists have redefined the zone in terms of 



12	 INTRODUCTiON

its connection to computation and described the zone as the dominant 

territorial configuration of the present. As architectural theorist Keller 

Easterling notes, the zone should be understood as a method of extrastate-

craft intended to serve as a platform for the operation of a new “software” 

for governing human activity. Brett Nielsen and Ned Rossiter invoke the 

figure of the logistical city or zone to make the same point about govern-

mentality and computation.17

Zones do not denote the demise of the state but rather the production of 

new forms of territory. One important modality of this new form is a space 

of exception to national and often international law. A key example is the 

so-called free-trade zone. Free-trade zones are a growing phenomenon, 

stretching from the Pudong district in Shanghai to the Cayman Islands 

to the business districts and port facilities of New York State, and are pro-

moted as conduits for the smooth transfer of capital, labor, and technology 

globally (with “smooth” defined as a minimum of delay as national bor-

ders are crossed). Free-trade zones are in one sense discrete physical spaces, 

but they also require new networked infrastructures linked through the 

algorithms that underwrite geographic information systems, global posi-

tioning systems, and computerized supply chain management systems, 

as well as the standardization of container and shipping architecture and 

regulatory legal exceptions (to mention just some of the protocols that 

produce these spaces). Equally as important is that zones are understood to 

be outside the legal structure of a national territory, even if they technically 

lie within its space.18

In using the term “zone” to describe the space of smartness, our point 

is not that smartness happens in places such as free-trade zones but rather 

that smartness aims both to globalize and, simultaneously, render more 

experimental the logic of zones. This logic of geographic abstraction, 

detachment, and exemption is exemplified even in a mundane consumer 

item such as activity monitors—for example, the Fitbit—that link data 

about the physical activities of a user in one jurisdiction with the data of 

users in other jurisdictions. This logic of abstraction is more fully exempli-

fied by the emergence of so-called smart cities. An organizing principle 

of the smart city is that automated and ubiquitous data collection will 

drive, and perhaps replace, civic governance and public taxation. This 
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ideal of a “sensorial” city that serves as a conduit for data gathering and 

circulation is a primary fantasy enabling smart cities, grids, and networks. 

Consider, for example, a prototype greenfield—that is, designed from the 

ground up—smart city development, such as Songdo in South Korea (fig-

ure I.2). This smart city is designed with a massive sensor infrastructure 

for collecting traffic, environmental, and closed-circuit television data 

and includes individual smart homes (apartments) with multiple moni-

tors and touch screens for temperature control, entertainment, lighting, 

and cooking functions. The city’s developers also hope that these living 

spaces will eventually monitor multiple health conditions through home 

testing. Implementing this business plan, however, will require significant 

changes to, or exemptions from, South Korean laws about transferring 

health information outside of hospitals. Lobbying efforts for this juridical 

change have been promoted by Cisco Systems (a US-based network infra-

structure provider), the Incheon Free Economic Zone (the governing local 

authority), and POSCO (a Korean chaebol, i.e., a large, family-controlled 

I.2  Ideal zonal imaginaries for cities. Left: Utopia by Sir Thomas More (1518). Upper 
middle: Sforzinda by Filarete (fifteenth–sixteenth century). Lower middle: Coevorden (the 

Netherlands, early seventeenth century). Upper right: Jurong Island, Singapore. Lower 
right: Songdo smart city, Incheon, South Korea, master plan, 2012. Source: Orit Halpern, 

Jesse LeCavalier, and Nerea Calvillo, “Test-Bed Urbanism,” Public Culture 25, no. 2 

(March 2013): 272–306, 275.
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conglomerate that, in this case, focuses on construction and steel refin-

ing), formerly the three most dominant forces behind Songdo.

What makes smart territories unique in a world of zonal territories is 

the specific mode by which smartness colonizes space through the man-

agement of time (and this mode also helps explain why smartness is so 

successful at promulgating itself globally). We focus in this book on the 

prototype or demo nature of contemporary zones and the relationship 

of prototyping to catastrophe. As underscored in our opening example of 

Palmisano’s speech, smartness is predicated on an imaginary of crisis that 

is to be managed through a massive increase in sensing devices, which in 

turn purportedly enable self-organization and constant self-modulating 

and self-updating systems. That is, smart platforms link zones to crisis via 

two key operations: a temporal operation, by means of which uncertainty 

about the future is managed through constant redescription of the pres-

ent as a version, demo, or prototype of the future, and an operation of 

self-organization, through which earlier discourses about structures and 

the social are replaced by concerns about infrastructure, a focus on sensor 

systems, and a fetish for big data and analytics, which purportedly can 

direct development even in the absence of clearly defined ends or goals.

To put this another way, so-called smart cities such as Songdo follow 

a logic of software development. Every present state of the smart city is 

understood as a demo or prototype of a future smart city; every opera-

tion in the smart city is understood in terms of testing and updating. 

Engineers interviewed at Songdo openly spoke of it as an “experiment” 

and as a “test,” admitting that many parts of the system currently did 

not work but stressing that problems could be fixed in the next instantia-

tion elsewhere in the world.19 As a consequence, there is never a finished 

product but rather infinitely replicable yet always preliminary, never-to-

be-completed versions of these cities around the globe.

This temporal operation of demo-ing is linked to an ideal of self-

organization. Smartness largely refers to computationally and digitally 

managed systems, from electrical grids to building management systems, 

that can learn and, in theory, adapt by analyzing data about themselves. 

Self-organization is thus linked to the operation of optimization (which 

we discuss in more detail below). Systems are to correct themselves auto-

matically in relationship to their own operations. This organization is 
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imagined as being immanent to the physical and informational system 

at hand—that is, optimized by computationally collected data rather 

than by external political or social actors. At the heart of the smartness 

mandate is thus a logic of immanence, by means of which sensor instru-

mentation adjoined to emerging and often automated methods for the 

analysis of large data sets allows a dynamic system to detect and direct its 

perpetual evolution.20

Our notion of zonal territories thus refers to a form of governance 

that is both spatial and temporal. The form of space is one of processes 

and practices, and we focus on the modulatory nature of these spaces. 

Smart zones are malleable: they are not static spaces, nor are they clearly 

delineated or taxonomically organized areas. Unlike the historic zoning 

of cities into commercial, private, and industrial spaces, demo-zones con-

stantly rearrange these terms according to the mandates of emergency 

and computation. Instead of urban master plans or even utopian visions 

of cities that characterized (even if as ideals rather than as actual reali-

ties) earlier twentieth-century understandings of planning, smart zones 

operate instead by means of concepts of constant experimentation and 

feedback that transform space.

One of the key, and troubling, consequences of demo-ing and self-

organization as the two zonal operations of smartness is that the over-

arching concept of crisis comes to obscure differences in various types of 

catastrophes. While every crisis event—for example, the 2008 subprime 

mortgage collapse or the Tohoku earthquake of 2011—is different, within 

the demo-logic that underwrites the production of smart and resilient 

cities, these differences can be subsumed under the general concept of cri-

sis and addressed through the same methods (the implications of which 

must never be fully engaged because we are always demo-ing or testing 

solutions, never actually solving a stable underlying problem). Whether 

threatened by terrorism, subprime mortgages, energy shortages, or hur-

ricanes, smartness always responds in essentially the same way. The demo 

is thus a form of temporal management that through its practices and dis-

courses evacuates historical and contextual specificity of particular catas-

trophes and evades ever having to assess or represent the impact of these 

infrastructures because no project is ever “finished.” It is this evacuation 

of differences, temporalities, and societal structures that most concerns 
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us in confronting the extraordinary rise of ubiquitous computing and 

high-tech infrastructures as solutions to political, social, environmental, 

and historical problems.

DERIVATION

Smartness emerges when zones and increasingly fine-grained observations 

of the quasi-autonomous dynamics of populations are linked through 

optimization processes that are themselves oriented toward what we call a logic 

of derivation—that is, temporal technologies able to exploit current com-

putational limits as both a present source of value and a hedge against an 

always unknowable and threatening future. Though optimization and deri-

vation are quite different concepts and technical methods of optimization 

and derivation have different lineages, smartness links these two operations 

by orienting optimization toward the logic of derivation and derivatives.

Optimization as a concept and set of techniques is often understood 

as a synonym for “efficiency” and is equated with the techniques of 

industrial production and the sciences of efficiency and fatigue pioneered 

in the late nineteenth and early twentieth centuries by Fredrick Winslow 

Taylor and Frank Gilbreth.21 In the context of smartness, though, notions 

of optimization defer and often displace older concerns with energy and 

entropy in important ways that separate its current reality from histories 

of efficiency. Though the history of optimization has yet to be written, 

the term itself seems to have entered common usage in English only in 

the 1950s via interrelated fields such as electrical engineering, computer 

research, and game theory.22 For these discourses, “to optimize” meant to 

find the best relationship between the minima and maxima performances 

within a well-defined system or space. Optimization was not a normative 

or absolute measure of performance but an internally referential and rela-

tive one: for this system, given these goals and these constraints, the opti-

mal solution is X. The effort to locate the one choice that provides the 

least cost and most benefit also defines much of the thinking about the 

economic agent in the second half of the twentieth century. The claim 

advanced by neoliberal economists beginning in the 1950s that every kind 

of conscious human activity, including choices about education, voting, 

and marriage partners, should be understood as fundamentally economic 
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is also indebted to this understanding of technical optimization. Optimi-

zation is in this sense a key technique by which smartness promulgates 

the belief that everything—every kind of relationship among humans, 

their technologies, and the environments in which they live—can and 

should be algorithmically managed. Shopping, dating, exercising, the prac-

tice of science, the distribution of resources to public schools, the fight 

against terrorism, the calculation of carbon offsets and credits: all of these 

processes can—and must!—be optimized. It is in part this pursuit of “the 

best”—the fastest route between two points, the most reliable prediction of 

a product consumers will like, the least expenditure of energy in a home, 

the lowest risk and highest return in a financial portfolio, and so on—that 

implicitly justifies the term “smartness.”

At the same time, however, twentieth-century technical optimization 

procedures are almost always linked to limits, or even failure, and smart-

ness involves a very specific approach to such optimization failures—

namely, deriving value from failure by means of “learning.” This constitutes 

a break from the older models of efficiency grounded in energy consump-

tion and materials. The development of calculus in the eighteenth century 

encouraged the hope that if one could simply find an equation for a curve 

that described a system, it would then always be possible in principle to 

locate the absolute, rather than simply local, maxima and minima for 

a system. Yet the problems engaged by twentieth-century electrical and 

computer engineers often had so many variables and dimensions that it 

was impossible, even in principle, to solve an equation completely. As 

computer scientist Dan Simon notes, even a problem as apparently sim-

ple as determining the most optimal route for a salesperson who needs to 

visit 50 cities would be impossible were one to try to calculate all possible 

solutions. There are 49! (= 6.1 × 1062) possible solutions to this problem, 

which is beyond the capability of contemporary computing: even if one 

had a trillion computers, each capable of calculating a trillion solutions 

per second, and these computers had been calculating since the universe 

began—a total computation time of 15 billion years—they would not yet 

have come close to calculating all possible routes.23

In the face of the impossibility of determining the absolute maxima or 

minima for these systems using the so-called brute force approach (i.e., 

calculating and comparing all possible solutions), optimization often 
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involves finding good-enough solutions: maxima and minima that may 

or may not be absolute but are more likely than other solutions to be 

close enough to absolute maxima or minima to allow systems to con-

tinue operating without additional investment. The optimizing engineer 

selects among different algorithmic methods that each produce, in differ-

ent ways and with different results, good-enough solutions.24

Yet for real-world problems, any particular optimization method may 

fail, in the sense that it becomes trapped by local minima or maxima (see 

figure I.3). Smartness relies on seeing failed optimization as an occasion 

for learning. In some cases, such learning is intended to mimic natural 

I.3  The Ackley function for two-dimensional space:  f (x,y ) = −20exp − 0.2 0.5 x2 + y 2( )⎡
⎣

⎤
⎦ 

−exp[0.5(cos2πx + cos2πy )] + e + 20. The absolute minimum of this function is zero. 

However, since it contains many closely clustered local minima, some evolutionary opti-

mization algorithms find the absolute minimum difficult to locate. Different evolutionary 

optimization algorithms can thus be tested on this function to determine how close each 

can get to the absolute minimum.



INTRODUCTiON	 19

processes, especially computational ideals of biological evolution, which 

reframe local failure as part of a broader strategy of perpetual testing for 

new solutions. Evolutionary optimization algorithms, for example, begin 

with the premise that natural biological evolution automatically solves 

optimization problems by means of natural biological populations. It 

then seeks to simulate that process by creating populations of candidate 

solutions, which are mixed with one another (elements of one candi-

date solution are combined with elements of other candidate solutions) 

and culled through successive generations to produce increasingly good 

solutions. David B. Fogel, a consultant for the informatics firm Natural 

Selection Inc., which applies computational models to the streamlining 

of commercial activities, captures this sense of optimization as simply a 

continuation of nature’s work: “Natural evolution is a population-based 

optimization process. Simulating this process on a computer results in 

stochastic optimization techniques that can often outperform classical 

methods of optimization when applied to difficult real-world problems.”25

Optimization research implements these features (reproduction, muta-

tion, competition, and selection) in computers in an effort to find “natu-

ral” laws that can govern the organization of industrial or other processes 

that, when implemented on a broad scale, become the conditions of life 

itself. The premise that systems can never be fully and finally optimized, 

if only because their environments change, also propels the demand for 

ever more sensors—more sites of data collection, whether via mobile 

device apps, hospital clinic databases, tracking of website clicks, and so 

on—so that optimization’s realm can be perpetually expanded and opti-

mization itself further optimized.

Yet treating failed optimization as an occasion for learning also 

requires time-based strategies for mitigating the consequences of such 

failures, and in the case of smartness, this means enframing optimiza-

tion within a logic of derivation. A financial derivative—for example, a 

currency future option that gives the purchaser the right, but not obliga-

tion, to purchase the currency in the future at an exchange price agreed 

upon in the present—can be used to guard against the risk that the value 

of that underlying asset (the specific currency in question) will decrease 

in the future. These kinds of financial derivatives have been used by cor-

porations that are based in one country but do business in another since 
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significant changes in currency exchange rates can spell disaster for a 

company’s bottom line if, for example, it invested in equipment at one 

currency exchange rate but several years later received payments for its 

products at a much lower currency exchange rate. Corporations and indi-

viduals can hedge against risk even more by bundling different deriva-

tives together, resulting in derivatives that can eventually have very 

attenuated relationships to the underlying assets. (This was the case in 

the famous credit-swap derivatives that propelled the US housing market 

crisis that began in 2007, in which a single derivative might contain tiny 

slices of thousands of housing loans). As we will discuss at more length 

in our chapter on derivation, this operation is a means for managing 

uncertainty and for making what might otherwise be seen as extraordi-

narily dangerous or life-threatening decisions—for example, continuing 

to burn massive amounts of carbon despite clear evidence that this is 

changing the global climate for the worse—seemingly risk-free. Deriva-

tion thus enframes optimization by extracting value from the assumed 

repeat failure of optimization in the present and the demand to learn in 

the future. That is to say, derivative practices are betting that the future 

is not known, and the present may be imperfectly optimized—and this 

difference can be a source of speculation (see figure I.4).

The logic of derivation is perhaps most clearly exemplified by, but 

is not limited to, financial derivatives. We can see the same logic of 

reallocating risks (often unfairly) and deferring issues of responsibility 

in the arena of national security data analysis. Ethicist Louise Amoore 

describes how this same logic plays out in British homeland security soft-

ware design. Software designers seek to help automate risk flags for bor-

der agents. While some of these risk flags are determined by traditional 

pieces of information that bear upon a traveler’s identity—for example, 

passport or visa information—other details bear upon choices that do not 

seem intrinsic to personal identity at all, such as how close to departure 

a ticket was purchased, by what means it was purchased (cash or credit), 

and what meal a passenger selected. These latter pieces of information 

help establish an ever-changing norm of what “normal” travel looks like 

and allow the software program to compare each traveler with that shift-

ing norm. Moreover, each time the software creates an erroneous red flag, 

that failure can be used to further refine the algorithm. Amoore calls this 
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separation of data from the individual and its rebundling with thousands 

of other pieces of data, all with an eye toward determining whether an 

individual might pose a security risk, a data derivative.26 In chapter 3, on 

derivation, we take up her point that, through such automation, respon-

sibility for decisions is deferred or evaded, just as financial derivatives 

allow traders to hedge against risk without becoming legally responsi-

ble for the shaky investments they enable. That is, in derivative logic, 

value is extracted by shorting the bet, which also means never having 

to engage the consequences of an action or the future produced through 

these trades.

The derivative logic of optimization serves to justify the extension and 

intensification of the zonal logic of smartness. In order to optimize all 

aspects of existence, smartness must be able to locate its relevant popula-

tions (of preferences, events, etc.) wherever they occur. However, this is 

only possible when every potential data point (i.e., partial perception) 

on the globe can be directly linked to every other potential data point 

I.4  Chart of options trading during the COVID-19 pandemic. Source: Financial Times, 

December 21, 2020, https://www​.ft​.com​/content​/19cb6aa3​-a390​-4ed6​-a695​-9a1e70​

0f35b6​.

https://www.ft.com/content/19cb6aa3-a390-4ed6-a695-9a1e700f35b6
https://www.ft.com/content/19cb6aa3-a390-4ed6-a695-9a1e700f35b6
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without interference from specific geographic jurisdictional regimes. As 

we noted above, this does not mean the withering of geographically based 

security apparatuses; on the contrary, derivation often requires strength-

ening the latter in order to protect the concrete infrastructures and 

financial investments that enable smart networks and their optimization 

protocols.

RESILIENCE

If smartness happens through experimental zones, if its operations require 

populations, and if it aims most fundamentally at derivation, what is the 

telos of smartness itself—that is, at what does smartness aim, and why is 

smartness understood as a virtue? The answer is that smartness enables 

resilience; this is its goal and raison d’être. The logic of resilience is pecu-

liar in that it aims not precisely at a future that is “better” in any absolute 

sense but rather at a smart infrastructure that can absorb constant shocks 

while maintaining functionality and organization. Following the work of 

Bruce Braun and Stephanie Wakefield, we describe resilience as a state 

of permanent management that does away with guiding ideals of prog-

ress, change, or improvement.27

The term “resilience” plays important, though differing, roles in mul-

tiple fields. These include engineering and material sciences: since the 

nineteenth century, the modulus of resilience has measured the capacity 

of materials such as woods and metals to return to their original shape 

after impact. Resilience is also an important term in ecology, psychology, 

sociology, geography, business, and public policy, in which it names ways 

in which ecosystems, individuals, communities, corporations, and states, 

respectively, respond to stress, adversity, and rapid change.28 However, 

the understanding of resilience most crucial to smartness and the smart-

ness doctrine was first forged in ecology in the 1970s, especially in the 

work of C. S. Holling, who established a key distinction between stabil-

ity and resilience. Working from a systems perspective and intrigued by 

the question of how humans could best manage elements of ecosystems 

that were of commercial interest (e.g., salmon, wood, etc.), Holling devel-

oped the concept of resilience to contest the premise that ecosystems 

were healthiest when they returned quickly to an equilibrium state after 
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being disturbed (and in this sense his paper critiqued then-current indus-

try practices).

Holling defined stability as the ability of a system that had been 

perturbed to return to a state of equilibrium, but he argued that stable 

systems were often unable to compensate for significant, swift environ-

mental changes. As Holling put it, the “stability view [of ecosystem man-

agement] emphasizes the equilibrium, the maintenance of a predictable 

world, and the harvesting of nature’s excess production with as little 

fluctuation as possible.” However, he continued, this approach cannot 

take into account that “a stable maximum sustained yield of a renew-

able resource might so change [the conditions of that system] . . . ​that 

a chance and rare event that previously could be absorbed can trigger a 

sudden dramatic change and loss of structural integrity of the system.”29 

Resilience, by contrast, denoted for Holling the capacity of a system to 

change during periods of intense external perturbation and thus a capac-

ity to persist over much longer time periods than in the case of stable 

systems. The concept of resilience encourages a management approach to 

ecosystems that “emphasize[s] the need to keep options open, the need 

to view events in a regional rather than a local context, and the need to 

emphasize heterogeneity” (see figure I.5). Resilience is in this sense linked 

to concepts of crisis and states of exception, for resilience is a virtue only 

when the latter are assumed to be quasi-constant. Holling also under-

scored that the movement from stability to resilience depended upon 

an epistemological shift: “Flowing from this [understanding of resilience] 

would be not the presumption of sufficient knowledge, but the recogni-

tion of our ignorance: not the assumption that future events are expected, 

but that they will be unexpected.”30

Smartness abstracts the concept of resilience from ecology and turns 

it into an all-purpose epistemology and value, positing resilience as a 

more general strategy for managing perpetual uncertainty in all fields 

and encouraging the premise that the world is indeed so complex that 

unexpected events are the norm. Smartness enables this generalization 

of resilience in part because it abstracts the concept of populations from 

the specifically biological sense employed by Holling: in addition to 

populations of individual organisms, smartness also sees populations of 

preferences, traits, and algorithmic solutions. Resilience also functions in 
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the discourse of smartness to collapse the distinction between emergence 

(something new) and emergency (something new that threatens). By col-

lapsing this distinction, resilience produces a world in which any change 

purportedly can be technically managed and assimilated by maintaining 

the ongoing survival of the system rather than the survival of individuals, 

or even particular groups of individuals. Smartness thus focuses on the 

management of the relationships between different populations of data, 

some of which can be culled and sacrificed for systemic maintenance.31 

In doing so, resilience is a key functionary in what Jennifer Gabrys has 

called “the becoming environmental of computing” and in what Benja-

min Bratton has labeled “planetary scale computing.”32 Smartness makes 

the environment into a medium while explicitly transforming evolu-

tion. Planned obsolescence and preemptive destruction combine here to 

I.5  An example of resilient design: experimental floating wetlands on the Charles River, 

Boston, designed to suppress algal blooms. Constructed by Northeastern University. 

Source: Photo by Orit Halpern, December 30, 2020.
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encourage the introduction of ever more computation into the environ-

ment, as well as emphasize that resilience of the species may necessitate 

sacrifices of “suboptimal” populations.

The discourse of resilience effectively erases the differences among 

past, present, and future. Time is understood not through a historical or 

progressive schema but rather through schemas of repetition and recur-

sion (the same shocks, and the same methods, are repeated again and 

again), even as these repetitions and recursions produce constantly dif-

fering territories. This is a self-referential difference only measured or 

understood in relation to the many other versions of smartness (e.g., ear-

lier smart cities), which all tend to be built by the same corporate and 

national assemblages.

The collapse of emergence into emergency also links resilience to finan-

cialization through derivation, as the highly leveraged complex of Songdo 

already demonstrated.33 The links that resilience establishes among emer-

gency, financialization, and derivatives is also exemplified by New York 

City, which, after the devastation of Hurricane Sandy in 2012, adopted 

the slogan “Fix and Fortify.” This slogan underscores an acceptance of 

future shock as a necessary reality of urban existence while at the same 

time leaving the precise nature of these shocks unspecified (though they 

are often implied to include terrorism as well as environmental devasta-

tion). The naturalization of this state is vividly demonstrated by the irony 

that the real destruction of New York had earlier been imagined as an 

opportunity for innovation, design thinking, and real-estate speculation. 

In 2010, shortly before the real hurricane hit New York, the Museum of 

Modern Art and PS1 ran a design competition and exhibition titled Ris-

ing Currents, which challenged the city’s premier architecture and urban 

design firms to design for a city ravaged by rising sea levels as a result of 

global warming:

MoMA and PS1 Contemporary Art Center joined forces to address one of the 
most urgent challenges facing the nation’s largest city: sea-level rise resulting 
from global climate change. Though the national debate on infrastructure is 
currently focused on “shovel-ready” projects that will stimulate the economy, we 
now have an important opportunity to foster new research and fresh thinking about 
the use of New York City’s harbor and coastline. As in past economic reces-
sions, construction has slowed dramatically in New York, and much of the city’s 
remarkable pool of architectural talent is available to focus on innovation.34
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It is difficult to imagine a clearer statement about the ideal relationship 

of urban planners to crisis: planning must simply assume and assimilate 

future, unknowable shocks, and these shocks may come in any form. This 

rather stunning statement turns economic tragedy, the unemployment of 

most architects, and the imagined coming environmental apocalypse into 

an opportunity for speculation (with speculation understood to be simulta-

neously a technical, aesthetic, and economic operation). This is a quite lit-

eral transformation of emergency into emergence and of creating a model 

for managing perceived and real risks to the population and infrastructure 

of the territory not by “solving” the problem but by absorbing shocks and 

modulating the ways in which the environment is managed. New York in 

the present becomes a mere demo for postcatastrophe New York, and the 

differential between these two New Yorks is the site of financial, engineer-

ing, and architectural interest and speculation.

This relationship of resilience to the logic of demos and derivatives 

is illuminated by the distinction between risk and uncertainty first pro-

posed in the 1920s by the economist Frank Knight. According to Knight, 

uncertainty, unlike risk, has no clearly defined end points or values.35 It 

offers no clear-cut terminal events. If the geopolitical dynamics of the 

Cold War understood nuclear testing and simulation as a means of avoid-

ing an unthinkable but nonetheless predictable event—nuclear war—the 

formula has changed; we now live in a world of fundamental uncertainty, 

which can only ever be partially and provisionally captured through dis-

crete risks. When uncertainty, rather than risk, is understood as the 

fundamental context, “tests” can no longer be understood primarily as 

a simulation of life; rather, the test bed makes human life itself an experi-

ment for uncertain technological futures. Uncertainty thus embeds itself 

in our technologies, both of architecture and finance. In financial mar-

kets, for example, risks that are never fully accounted for are continually 

“swapped,” “derived,” and “leveraged,” in the hope that circulation will 

defer any need to actually represent risk, and in infrastructure, engineer-

ing, and computing, we do the same.36

As future risk is transformed into uncertainty, smart and ubiquitous 

computing infrastructures become the language and practice by which to 

imagine and to create our future. Instead of looking for utopian answers 

to our questions regarding the future, we focus on quantitative and 



INTRODUCTiON	 27

algorithmic methods and on logistics; on how to move things from point 

A to point B rather than questions of where they should end up (or whether 

they should be there at all). Resilience as the goal of smart infrastructures 

of ubiquitous computing and logistics becomes the dominant method for 

engaging with possible urban collapse and crisis (as well as the collapse 

of other kinds of infrastructure, such as those of transport, energy, and 

finance). Smartness thus becomes the organizing concept for an emerging 

form of technical rationality, the primary goal of which is management 

of an uncertain future through a constant deferral of future results; for 

perpetual evaluation through a continuous mode of self-referential data 

collection; and for the construction of forms of financial instrumentation 

and accounting that no longer engage, or even need to engage, with what 

capital extracts from history, geology, or life.

GENEALOGIES

Each of the four chapters in this book focuses on one of the following 

terms—“populations,” “experimental zones,” “optimization/derivation,” 

and “resilience”—and provides a genealogy of the concepts, techniques, 

and technologies that led to the present function of these concepts and their 

associated technologies within the smartness mandate. As will be evident 

in our chapters, each term emerged, and was engaged, within multiple dis-

courses and technologies, including ecosystem ecology, evolutionary biol-

ogy, management science, computer science, and economics, to name just 

a few. There was, in addition, often significant cross talk and conceptual 

and technical borrowing among these disciplines. On the one hand, this 

complexity makes a complete, or comprehensive, genealogy of smartness 

difficult and perhaps even impossible. On the other hand, this complex-

ity underscores the need for a mapping of the sort provided by this book. 

However, we do not consider our account to be the only possible genealogy 

of smartness, and we can imagine other genealogies that focus on different 

authors, engineers, and techniques. Though our genealogy is intended to 

illuminate the deep logic of smartness—a logic that would also apply to 

alternate genealogical accounts—we employ excurses in each chapter to ges-

ture both toward the fact that our account is one of several possible ways to 

explain the rise of the smartness mandate and that the current smartness 
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mandate was not the only possible outcome of the techniques and con-

cepts we describe.

In constructing our genealogy of the smartness mandate, we drew on 

earlier work in the history of science, science and technology studies (STS), 

media studies, and urban/design studies. We found especially helpful the 

work of historians of science and STS scholars who have focused on the 

history of cybernetics and on the histories of changing scientific concep-

tions of rationality.37 We drew inspiration from Paul N. Edwards’s A Vast 

Machine: Computer Models, Climate Data, and the Politics of Global Warm-

ing, which documents the multiple scientific techniques, discourses, and 

political projects that became linked to enable climate modeling.38 Equally 

important to us have been the histories of environmentality and environ-

ment developed by scholars such as Peder Anker (and especially the links 

he draws among ecology, architecture, cybernetics, and empire), as well as 

Etienne Benson’s work on environmentalisms, which underscores both the 

historical contingency of definitions of environment (and therefore also 

of models of environment and the types of actions understood as typical 

of environments) and the relationship of these definitions to media.39

Indeed, a core theme in this book is the transformation of environment 

into a media surround that is also a political ecology, to borrow from Fred 

Turner.40 Just as climate is both the product and producer of media, the 

control of climate is also about the control of populations, as Yuriko Furu-

hata, Nicole Starosielski, and Daniel Barber have shown. How climate is 

managed, whether by means of air-conditioning or by building manage-

ment systems that are smart, depends upon premises about the human 

subject, about the norms of the body, and about how social order can be 

organized through spatial relations. In these cases, climate as medium is 

also climate as biopolitics and relations of power. These relations of power 

include both colonial and postcolonial relations and relations between 

the Global North and South. As these authors have argued, evolving 

understandings of climate, environment, population, and media were 

central to the postcolonial and post–World War II global organization of 

power and territory.41 In their work on drone warfare and global media 

infrastructures, Lisa Parks and Caren Kaplan have further argued that these 

media infrastructures are “biopolitical machines that have the potential to 

alter life in a most material way.” These machines are historically and cul-

turally situated and emerge from histories of militarization and conquest 
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that influence not only the forms of politics but also the strategies that 

emerge from these machines.42 In similar fashion we understand smartness 

as emerging at a particular time and from particular histories, especially 

that of neoliberalism. We hope in this book to document, at least in limited 

ways, the many valences of smartness and the place of histories of empire 

and coloniality in structuring contemporary regimes of digital smartness.

As will be evident in this book, smartness is both an idea and an infra-

structure. As Shannon Mattern argues, we must attend to “the hardware 

of media”; that is, we need to attend to the many materialities and histo-

ries of media infrastructure. This means understanding not only that digi-

tal media is specific and has its own forms but also that the overwhelming 

focus on questions of signals or communication in media studies some-

times comes at the cost of engaging different subjects and materialities. 

Similarly, to focus only on visible infrastructures, such as roads, or sew-

ers, or fiber-optic cables, can come at the cost of recognizing the force of 

concepts, ideas, and imaginaries that enable and flow from them. Mattern 

develops the idea of media archaeology as literal engagement of digging 

up pasts as one resolution of this problem.43 We develop a similar approach 

here by taking seriously the point that communications media have his-

tories and shape territorial forms while at the same time attending just as 

seriously to issues of materiality (mining, extraction, algorithms) and the 

ideas that often predate, and encourage, the construction of smartness 

and the penetration of smartness into the environment.

Since we engage so many disciplines and trace these across a fairly 

lengthy time frame (roughly from the 1930s to the present), it will be 

helpful to note here that each of our chapters outlines a similar tempo-

ral rhythm. In each chapter a set of technical and theoretical tools first 

developed in the cybernetic sciences around and immediately after World 

War II was then reframed drastically in the 1970s (a period of global polit-

ical turmoil but also increasing computational capacities). This reframing 

was then worked out more fully in the 1980s and 1990s and took on 

its contemporary form in the early 2000s, as computational speed and 

spread enabled what had once been only a dream—namely, environmen-

tal sensing and computing—to become a reality.

Chapter 1, “Smartness and Populations,” begins with the theoriza-

tion in the 1930s of what geneticist Ernst Mayr called population logic 

and a parallel emphasis on the importance of individual differences in 
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economist Friedrich Hayek’s theory of markets; the key innovation for 

both was to understand populations or markets as entities that learned, 

at least in a sense. These understandings of populations as sites of learn-

ing were brought into computational models of learning in the late 1950s 

and 1960s. This approach to learning was further cemented but given 

a decidedly market-oriented twist in the 1970s by distinguishing itself 

from a competing theory of the link between populations and computing 

instantiated in the famous report The Limits to Growth.44 This report relied 

on the computer modeling of world systems but presented both mar-

kets and populations as dumb (i.e., incapable of learning). The market-

oriented approach to learning populations was integrated in the early 

1990s into a series of internet applications, such as the Google PageRank 

algorithm, and has since become a widespread principle of linking indi-

viduals by means of sensing and computing.

Chapter 2, “Demo or Die: The Zones of Smartness,” takes up the terri-

tory of smartness (experimental zones) and employs the theory of “soft 

architecture” that Nicholas Negroponte developed in the 1970s as a key 

lens for understanding the link between experimentation and territory that 

is central to the zonal logic of the smartness mandate. We emphasize that 

Negroponte, who was based at the Massachusetts Institute of Technology 

(MIT), relied on approaches to computing first developed in post–World 

War II cybernetics discourse, which included Oliver Selfridge’s “Pandemo-

nium” model of computer learning, Jay Forrester’s systems approach to 

urban dynamics, and other MIT-linked attempts to model urban change. 

Negroponte’s innovation was to apply these learning approaches to the 

design of urban infrastructure, with the goal of optimizing the learning 

capacities of the populations within cities. This approach subtly reframed 

the zoning principles upon which cities had been planned since the early 

twentieth century by focusing on transforming urban centers into sites of 

perpetual demos, or experimental zones.

Chapter 3, “Derivation, Optimization, and Smartness,” explores the 

key means by which smartness produces learning from distributed 

populations—namely, by deriving value from what was earlier understood 

to be noise and waste. As in the case of chapter 2, we begin in the midpoint 

of our genealogy, the 1970s, focusing on the development of a new finan-

cial tool (the Black-Scholes option pricing equation) and underscoring the 

importance of noise and systemic connections for this technology. We note 
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that although the Black-Scholes option pricing equation may seem esoteric 

and limited to finance, in fact it exemplifies a basic logic that is operative in a 

wide variety of contemporary technologies, including “platforms,” such as 

Uber and Airbnb; cognitive “mining” technologies; and population-level 

biobanks. We then trace the origins of this approach to noise and waste 

back to the post–World War II period, focusing especially on the psycholo-

gist Donald Hebb and the management theorist Herbert Simon.

Chapter 4, “Resilience,” focuses on the goal of smartness—namely, to 

enable resilience. Here, too, our genealogy begins in the period around 

World War II as the new discipline of ecosystem ecology developed a set 

of tools for understanding how natural environments respond to shocks 

from their outsides, such as radioactive fallout from nuclear bombs. Yet 

where ecosystem ecology still prioritized stability and homeostasis, ecolo-

gist Holling developed his concept of resilience in the 1970s as a way to 

center instability and perpetual change as the basic rule for ecosystems. 

Holling’s theory of resilience was intended to provide a model for man-

aging ecosystems but quickly became a more general model of manage-

ment itself. By the early 2000s, this model implied that management was 

first and foremost a matter of developing flexible systems that, through 

data-intensive but selective surveys of their environments, could quickly 

adjust to whatever new shock the environment might throw at them.

In our coda we contemplate the ways that ecology, economy, and tech-

nology have been reorganized through the mandate to make our world 

smart. In this final moment, we return to the Chilean Atacama to rumi-

nate on how new forms of population-grounded perception and cognition 

might offer opportunities to make new worlds that are more just, equita-

ble, and imaginative than those currently constrained through the limited 

comprehension of smartness often propagated by large-scale developers 

and technology industries.

SMARTNESS AND CRITIQUE

As we hope is clear from our account of the smartness mandate above, 

smartness is both a reality and an imaginary, and it is this commingling 

that underwrites both its logic and the magic of its popularity. Conse-

quently, a critique of smartness cannot be simply a matter of revealing the 

inequities produced by its current instantiations. Critique is itself already 
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central to smartness, in the sense that perpetual optimization requires 

perpetual dissatisfaction with the present and the premise that things can 

always be better. Therefore, the advocates of smartness can always plausi-

bly claim (and likely also believe) that the next demo will be more inclu-

sive, equitable, and just. A critique of smartness thus needs to confront 

directly the terrible, but necessary, complexity of thinking and acting 

within earthly scale—and even extraplanetary scale—technical systems.

On the one hand, this means stressing the ways in which the smart-

ness mandate blunts what might otherwise be understood as the urgency 

of conditions of environmental degradation, inequality and injustice, 

mass extinctions, wars, and other forms of violence via the demand that 

we understand our present as a demo oriented toward the future and (as 

a consequence) by encouraging us to employ a single form of response—

namely, increased penetration of computation into the environment—

for all crises. On the other hand, it is impossible to deny not only the 

agency and transformative capacities of smart technical systems but also 

the deep appeal of this approach to managing an extraordinarily complex 

and ecologically fragile world. (And none of us is eager to abandon our 

cell phones or computers!) Moreover, the epistemology of partial truths, 

incomplete perspectives, and uncertainty with which Holling sought to 

critique capitalist understandings of environments and ecologies still holds 

a weak messianic potential for revising older modern forms of knowledge 

and for building new forms of affiliation, agency, and politics grounded 

in uncertainty, rather than objectivity and certainty, keeping us open to 

plural forms of life and thought. However, insofar as smartness separates 

critique from conscious, collective human reflection—that is, insofar as 

smartness seeks to steer communities algorithmically, in registers operat-

ing below consciousness and human discourse—critiquing smartness is in 

part a matter of excavating and rethinking each of its central concepts and 

practices (experimental zones, populations, optimization, and resilience) 

and the temporal logic that emerges from the particular way in which 

smartness combines these concepts and practices.



Many commentators have drawn attention to the parallels between the 

COVID-19 viral pandemic that began in 2020 and the Spanish flu pandemic 

that occurred almost precisely a century earlier in 1918–1920. However, the 

differences are arguably much more striking, not least because COVID-19 

spread and was countered by means of governance strategies developed 

within a smart world. In the case of the early twentieth-century Span-

ish flu, many European governments hid the extent of the illness during 

the early months of the pandemic, leading to the erroneous description 

of the flu as Spanish in origin (Spain was simply the first country that 

did not censor information about the flu). In the case of COVID-19, by 

contrast, information about the disease was—or at least was imagined 

to be—constantly available via a 24-hour, internet-mediated global news 

network, and the specific agent of infection was identified and its genet-

ics sequenced within a week of its emergence in Wuhan, China. While 

the initial lockdown of Wuhan depended on centuries-old techniques 

of physically controlling roads, opening up the city a few months later 

relied on a smartphone app that indicated, via a green symbol, which citi-

zens were free to resume normal activity within the city. Companies such 

as Google and Apple developed their own versions of such apps, intended 

as optional, rather than required, of citizens in Western European coun-

tries and the United States. Many Western European and North American 

1
SMARTNESS AND POPULATIONS
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countries sought to justify social-distancing measures to their citizens by 

publishing interactive epidemiological “curve-flattening” computer sim-

ulations and allowed residents to track in real time information such as 

the number of infections, recoveries, deaths, hospital beds occupied, and 

hospital capacities. Schools and universities replaced in-person classes 

with online learning systems that employed algorithms to determine the 

actual and target skills for millions of new users, and companies such as 

Netflix and Amazon were able to take advantage of consumers suddenly 

forced to stay at home for months both to increase their business rev-

enues and to refine their consumer prediction engines.

Drawing on her earlier concept of the shock doctrine, Naomi Klein 

offered a perceptive account of the ways in which companies commit-

ted to smart technologies took advantage of the COVID-19 pandemic 

to advance their interests. She noted, for example, New York governor 

Andrew Cuomo’s appointment of former Google CEO Eric Schmidt to a 

commission to develop strategies for New York’s recovery from the eco-

nomic devastation produced by COVID-19 and Cuomo’s related partner-

ship with the Bill and Melinda Gates Foundation to “develop ‘a smarter 

education system,’” which of course meant one more mediated by smart 

technologies. Klein stressed that though this smart future was presented 

as a solution to the specific problems engendered by COVID-19, in fact 

this vision of a “precise app-driven, gig-fueled future” had already been 

promoted by these same individuals years prior to the pandemic. Klein 

contended that public opinion had begun to turn against that vision, 

exemplified by the fact that “presidential candidates were openly discuss-

ing breaking up big tech,” “Amazon was forced to pull its plans for a New 

York headquarters because of fierce local opposition,” and “Google’s own 

workers were refusing to build surveillance tech with military applica-

tions.” However, Klein suggested, the pandemic proved to be a crisis suf-

ficiently disorienting for the general public that these doubts about smart 

technologies could be swept away. Klein described this operation as “the 

Pandemic Shock Doctrine,” by which she meant that, in the same way 

that neoliberal economists in the 1970s and 1980s made use of the psy-

chological shock and distraction engendered by (often deliberately con-

structed) social “crises” to advance neoliberal economic reforms, advocates 
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of smartness were now relying on the shock and distraction of a world-

wide pandemic to create what she called the “Screen New Deal.”1

While Klein astutely described the ways in which advocates of smart-

ness employed the COVID-19 pandemic to advance their interests, her 

effort to understand this expansion and intensification of smart technolo-

gies through the concept of the shock doctrine obscures more than it illu-

minates. As Klein documented in her book of the same name, the shock 

doctrine denoted the linkage of a specific physiopsychological theory of 

shock with neoliberal theories of the market. Klein located the remote 

origin of this theory of shock in neurologist Donald O. Hebb’s account, in 

the 1940s, of the ways in which neurons become linked to one another in 

the context of learning experiences, but Klein stressed that Donald Ewen 

Cameron—who was employed by the CIA and was interested in the ways 

in which Hebb’s theory of neuronal learning implied the possibility of 

“rewiring” people through techniques such as torture—was the real source 

of the shock doctrine. As we note in this chapter and in chapter 3, there is 

an important historical connection between Hebb’s approach to learning 

and the smartness mandate. Yet the connection runs through concepts of 

populations rather than concepts of individualized shock. Smartness is a 

practice of governance oriented toward populations, whether of human 

beings, neurons, or computer models (to name a few of the possibilities), 

and to miss this dimension of the Screen New Deal is to misunderstand 

fundamentally the premises and operations of smartness. Whereas the 

concept of shock presumes a displacement from a widely shared norm 

that otherwise persists for long periods of time, smartness, by contrast, 

values divergences from such a norm and presumes constant change and 

volatility.2

In this chapter we document the ways in which the concept, technolo-

gies, and governance practices of smartness emerged in part through the 

hybridization of models and governance mechanisms of three different 

approaches to populations. The first part of this chapter distinguishes 

analytically among these three approaches. The first approach, which we 

exemplify through the work of Thomas Malthus, premises its governance 

strategies on the principle that populations are made up of essentially 

homogeneous individuals who are driven by unalterable natural drives; 
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from this perspective, a population is incapable of anything like learning, 

and population governance means developing techniques that can regu-

late the otherwise uncontrolled dynamics of growth and contraction. The 

second strategy, which we exemplify with late nineteenth-century actuarial 

insurance practices, focuses not on managing the overall growth or expan-

sion of a population but rather on locating and exploiting differences within 

a population—for example, age brackets or different occupations—to man-

age collective risk. The third strategy, which we exemplify both by means of 

biologist Ernst Mayr’s mid-twentieth-century concept of population thinking 

and by economist Friedrich Hayek’s theory of markets, understands popula-

tions (or markets, in Hayek’s case) as entities that learn (or at least evolve) by 

responding to changes in the environment.

Although the Malthusian approach to populations was developed ear-

lier than the actuarial approach, which was itself developed earlier than 

the understanding of populations as agents of learning, the first part of 

this chapter does not tell a story of the displacement of one population 

approach by the next, and we emphasize this point by briefly stressing 

ways in which the first two approaches have remained central to contem-

porary governance practices. Rather, the first part of the chapter illumi-

nates elements—namely, these population models and their associated 

techniques of governance—that were brought together in the formation 

of the smartness mandate. The second part of our chapter shows how 

these elements, which remained largely disconnected from one another 

until the 1970s, began to interact, with computation serving as the 

medium of their connection. We note that although Mayr’s and Hayek’s 

population approaches had quickly migrated into computer science in 

the 1950s and 1960s, it was the hugely influential report The Limits to 

Growth (1972) that brought together the Malthusian model with world 

computer-modeling techniques and served as a key impetus for the fur-

ther hybridization of these models and techniques.

THREE MODELS OF POPULATION

(DUMB) MALTHUSIAN POPULATIONS

Since the seventeenth century, concepts of population have been an 

important element of Western governance practices, and Francis Bacon’s 
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seventeenth-century new science established many of the basic coordinates 

for the subsequent importance of this term. Bacon urged seventeenth-

century legislators to see the state of “the Population” as a key factor in 

encouraging or hindering political upheaval. However, Bacon also stressed 

that a population is not “to be reckoned only by number; for a smaller 

number that spend more, and earn less, do wear out an Estate sooner than 

a greater number that live lower, and gather more.”3 Bacon thus marked 

out two fundamentally different models for understanding and managing 

populations. On the one hand, populations could be understood as a large 

mass of homogeneous individuals, with the key variable as the positive or 

negative rate of growth of that mass. On the other hand, Bacon stressed 

the importance of differences among the members of a population. In 

Bacon’s example these were differences in what we now call the economic 

sphere (“spending, earning, and gathering”), but they could also be differ-

ences in other areas of life, such as occupation, age, or illness.

For most of the eighteenth century, European legislators focused pri-

marily on the first model—a population understood as a large collection 

of essentially homogeneous individuals—and tended to assume that the 

larger the population of an area, such as England, the greater its political 

power. However, Thomas Malthus’s A Principle of Population (1798), while 

drawing on this same approach, fundamentally altered this concept of 

population in ways that continue to structure our present. Malthus’s 

key innovation was to view the growth of population not as an intrinsi-

cally good attribute of the state but rather as a threat that needed to be 

managed. Malthus supported this approach by arguing that populations, 

whether of plants, animals, or humans, “when unchecked, increased in 

a geometrical [i.e., exponential] ratio.”4 For Malthus, populations blindly 

sought to cover as much geographic space as possible, and he illustrated 

the idea of unregulated population growth by means of an image drawn 

from Benjamin Franklin’s account of the spread of plants:

Were the face of the earth, [Franklin] says, vacant of other plants, it might be 
gradually sowed and overspread with one kind only; as, for instance, with fen-
nel: and were it empty of other inhabitants, it might in a few ages be replen-
ished from one nation only; as, for instance, with Englishmen.5

That the globe has not been overrun by fennel was a consequence of the 

fact that fennel was a source of food for other populations and competed 
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with other plants for space. As a consequence, Malthus contended, the 

food sources for animal populations can only increase “in arithmetical 

ratio.” As a population starts to overshoot its available food sources, popu-

lation growth is then always checked by forces such as starvation or illness.

Malthus was a political economist, and his theory of population was 

intended to intervene in contemporary debates about government poor 

relief. He argued that providing food or money to the poor was inef-

fectual, as this simply delayed the point at which the “excess” popula-

tion would end up starving. For Malthus, the drive for reproduction that 

characterized populations could not be altered, and it was pointless to 

try to change this fundamental behavior of a population. That is, no 

population—whether of plants, animals, or humans—had any capacity for 

learning, and the best one could do was adopt legislative measures that 

discouraged a human population’s blind drive toward overexpansion.6

Malthus’s understanding of population as an ever-present threat that 

had to be regulated by economic and political means was tremendously 

influential in his own lifetime and has had a long (and still continu-

ing) afterlife in multiple fields. Malthus’s theory remained fundamen-

tal, for example, for nineteenth-century political economists and social 

theorists.7 In the early twentieth century, mathematicians and physicists 

such as Alfred James Lotka and Vito Volterra developed more mathemati-

cally sophisticated “predator-prey” models for the population dynamics 

originally proposed by Malthus and in this way helped move the Malthu-

sian paradigm into sciences such as ecology.8 Although, as we will note 

below, Malthus’s theory led Charles Darwin to a quite different theory 

of population, social Darwinists often mapped Malthusian worries about 

competition between populations onto social divisions (for example, pur-

ported racial differences among groups of humans).9 We will also describe 

below the extent to which Malthus’s approach to population was central 

to the population debate that began in the 1960s, was connected to global 

computer modeling in The Limits to Growth (1972), and was instantiated 

in both the Chinese one-child policy and US Agency for International 

Development (USAID) requirements to limit world growth. Even as the 

Chinese one-child policy was phased out in the early twenty-first century, 

the Malthusian approach to world population has remained central to 

discussions of how to address the effects of global warming.
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ACTUARIAL POPULATIONS

Where the Malthusian approach treats populations primarily as a single 

number, a different approach to populations developed in the eighteenth 

and nineteenth centuries within discourses focused on the economic 

management of risk, especially insurance.10 While there is a long West-

ern European history of insurance—including maritime insurance, which 

insured commercial investors against losses of sailing ships or cargo, and 

fire insurance, which insured against the loss of property in increasingly 

dense urban environments—up until the eighteenth century the basis for 

determining premiums depended primarily on rules of thumb and the 

judgment of the insurer.11 However, in the eighteenth century increas-

ing numbers of groups formed to provide life insurance for individuals, 

and in these cases premiums were often based on relatively large data 

sets about deaths in a local population. As many of these early insur-

ers discovered (often the hard way), both accurate and large population 

data sets—as well as careful use of what would eventually become known 

as statistical mathematical techniques—were necessary to set individual 

premiums high enough so that the insurance company did not end up 

paying out more in claims than it received in premiums.

In the late nineteenth and early twentieth centuries, some insurance 

functions, such as workplace accident insurance, were either taken over by 

the state (e.g., in Germany) or were legally required of employers (in the US). 

The establishment of collective “security” through the use of population-

level statistics became a central principle of the modern welfare state, as 

well as its US variant, which took the form of institutions developed during 

the New Deal period, such as Social Security.12

The actuarial approach to populations is based on three key premises. 

First, and in contrast to the Malthusian emphasis on population expan-

sion or contraction, the actuarial approach deals best with a steady-state 

population that can be divided into multiple groups by means of catego-

ries such as age, sex, and occupation. This approach requires much more 

extensive methods and categories of data collection than the Malthusian 

approach, which focuses more or less exclusively on births and deaths. 

Second, the actuarial approach presumes that although it is impossible 

to follow or predict each individual’s unique path through every relevant 

category (illnesses, injuries, occupations, etc.), statistical knowledge of the 
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entire population allows one to ignore these individual differences in 

favor of larger-scale regularities. For example, given knowledge of the 

specific accidents that have occurred to all the individuals within a 

sufficiently large population, one can then generate relatively certain 

knowledge about the frequency of specific kinds of accidents within this 

population. Third, this statistical knowledge of the frequency of different 

classes of, for example, workplace accidents then enables an insurer to set 

a premium for individuals (i.e., to quantify risk monetarily). Quantifying 

risk in this way means that it no longer matters whether a specific insured 

individual has a specific kind of accident; all that matters is that the sta-

tistical regularities observed in the history of this population continue to 

hold in the future.

Just as the Malthusian approach to population has remained a vital 

part of statecraft and governance structures into the twenty-first century, 

the actuarial approach to populations has ramified into multiple dis-

courses. It continues to serve as the foundation of both state-sponsored 

and private health insurance (and was, as we will note in chapter 3, cen-

tral to the US housing crisis of 2007, which spread into a world economic 

crisis). More generally, the actuarial approach tends to emerge whenever 

risk categories are connected to questions of populations, whether or not 

insurance per se is at issue.

The relationship between risk and an actuarial approach to popula-

tions, for example, is evident in the early twentieth-century emergence 

of the project of personalized medicine—also sometimes described as smart 

medicine—though this project has no direct connection to insurance. Since 

the mapping of the human genome in 2000, some medical researchers 

have seen genetic information as a means for creating different actuarial-

like categories for disease risk. Rather than assuming one norm of human 

physiology and behavior, researchers are increasingly interested in estab-

lishing differing genetic risk factors for individuals. Establishing risk factors 

requires statistical correlations among genetic profiles, lifestyle choices, 

and health events, which then enable predictions such as the following: 

“Those with gene variant X who smoke and who exercise fewer than 20 

hours a week have a 20 percent higher chance of developing condition 

A than someone who lacks the mutation of gene X, does not smoke, and 

exercises 20 or more hours a week.” Risk factors are intrinsically relativistic: 
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individual A’s risk of developing condition X is not determined against a 

single norm but in relationship to other genetic profiles, lifestyle choices, 

and health events. In order to determine the risk factors noted above, 

researchers need access to huge numbers—on the order of tens of thou-

sands or, if possible, millions—of samples of blood or tissue that can be 

linked to health records and data about living environment and lifestyle 

choices.

To meet this demand for tissue and information, many private and 

public biobanks have emerged in the last decade. Biobanks have become 

more valuable as data associated with a specimen can be continually 

updated with new, vital facts, such as the emergence of a new sickness 

or a new lifestyle choice (e.g., starting or ending smoking). As a con-

sequence, some university research hospitals are developing protocols 

for linking clinical health-care records to biobanks so that each time an 

individual visits the clinic, biobank data is updated with that new infor-

mation.13 The hospital clinic is in this sense repurposed into a medium 

capable of capturing, both materially and informatically, individual 

variations in large numbers of individuals, which in turn enables a feed-

back loop between medical research institutions and the health of the 

larger population. By serving as a key node of the biobank, the clinic not 

only remains a site at which the results of medical research are applied in 

the form of diagnoses, therapies, and medicines but also becomes a site 

through which medical research is generated.14

Although the practice of linking risk, clinical information, and envi-

ronmental factors dates back to population studies conducted in the 

1950s, biobanks mark a new threshold in the use of actuarial population 

logic, both because of the size of the biocollections and the emphasis of 

biobanks on something “internal” (genetic information) that cannot be 

determined outside of the clinic.15 Rather than restricting themselves to 

small, “representative” samples of a population, biobanks seek to include 

hundreds of thousands of participants; that is, they seek participation at 

the level of entire populations. The fact that biobanks base health risk 

factors on genetic or other internal forms of information means that 

individuals cannot determine risk factors without the diagnostic tools of 

the genetics lab. Knowing that one is, for instance, female, Black, and a 

smoker and lives in a stressful inner-city environment is no longer enough 
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to determine one’s risk factor for diabetes; one’s DNA sample must also be 

sent to a lab so that one’s genetic profile can be integrated into that risk 

factor equation.

The emphasis of personalized medicine on lowering risk also tends 

to encourage a far less nuanced—and ultimately paradoxical—desire to 

approximate an ideal type: namely, an individual with the lowest-possible 

risk for all known conditions. Personalized medicine reimagines patients 

as financial investors: each individual inherits a portfolio of biological 

“investments,” and the patient/investor should seek to minimize expo-

sure to risk. Although some risks can be minimized by lifestyle choices, 

such as diet and exercise, personalized medicine is more oriented toward 

managing risks through pharmaceuticals. However, since there is no lon-

ger a single “norm” toward which an individual could orient their risk 

profile, there is in principle no end to the number of drugs an individual 

might take to lower exposure to risk even further.16

POPULATIONS AS AGENTS OF LEARNING: MAYR AND HAYEK

For both the Malthusian and actuarial approaches, a scientific observer 

can generate knowledge about a population—for example, the rate of 

growth for a population or the statistical likelihood of specific events 

within a population—but the population itself has no internal capacity 

for responding to its environment and, hence, learning from experience. 

However, in the 1940s and 1950s, a new model of populations—namely, 

as entities that were capable of problem-solving and therefore learning, at 

least of a sort—emerged in both evolutionary biology and in econom-

ics. In the two instances we consider here, evolutionary biologist Ernst 

Mayr’s approach to speciation and Friedrich Hayek’s theory of markets as 

information processors, differences between individuals were the key to 

a population’s learning abilities.

Ernst Mayr, an extraordinarily influential twentieth-century biologist, 

was central in bringing about the so-called modern synthesis of Mende-

lian genetics, taxonomy, and the Darwinian theory of evolution that still 

serves as the basis for essentially all genetically oriented approaches to 

living beings. As we noted above, Charles Darwin drew explicitly on Mal-

thus’s model of population, contending in On the Origin of Species (1859) 
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that readers should understand his book as “the doctrine of Malthus, 

applied to the whole animal and vegetable kingdoms.”17 More precisely, 

Darwin drew from Malthus the image of individuals competing with one 

another for resources. However, Darwin was interested in the reasons 

that one individual would be more successful than another in this fight 

for scarce resources, and he attributed this to differences, or variations, 

among individuals. Darwin transformed Malthus’s image of population 

as a collection of essentially identical individuals into an image of popu-

lation as a collection of individuals who each differ from the other mem-

bers of the population.

In the early to mid-twentieth century, researchers following in the Dar-

winian tradition focused increasingly on genetics as the primary source 

of these individual differences, and Mayr was a key figure in this develop-

ment. Mayr was by training an ornithologist, specializing in the birds 

of Oceania and Indonesia, and his contribution to the modern synthe-

sis focused especially on aligning a theory of speciation (the processes by 

which new species emerge) with methods of genetic research developed in 

the early and mid-twentieth century. Mayr argued that species should be 

understood as geographically distributed collections of populations, each 

of which has the possibility of becoming a new species, given the right 

conditions.

Mayr’s emphasis on populations was in part a function of his scientific 

specialty. As a taxonomist of bird species, Mayr’s work involved classify-

ing both living and dead instances of birds into species and subspecies. In 

both the field and in his position at the American Museum of Natural His-

tory, this meant seeking to classify individual instances of different bird 

species although the physical features, such as body length and plumage 

color, might vary considerably among individuals as a function of age, 

sex, season, and geographic location. However, as Mayr stressed in his 

first major book, Systematics and the Origin of Species: From the Viewpoint of 

a Zoologist (1942), “birds are better known taxonomically than any other 

class of animals,” for ornithologists had access to an enormous number 

of samples.18 Mayr noted, for example, that in 1941, the bird collection 

in the American Museum of Natural History comprised “about 800,000 

skins, or 100 skins per species, and about 30 specimens per subspecies”; 

in addition, taxonomists could request loans of specimens from other 
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institutions.19 Hence, it was not uncommon for a taxonomist to exam-

ine many thousands of specimens of a species, which meant hundreds of 

examples of individual subspecies, which Mayr also later described as pop-

ulations.20 Ornithologist taxonomists such as Mayr were thus, by the very 

nature of their job, oriented simultaneously toward large populations of 

samples and the visible differences between each sample. The new science 

of twentieth-century genetics underscored that these differences among 

individuals at the level of the phenotype also held true at the level of genet-

ics, for each individual was a unique combination of genes.

For Mayr, speciation should be understood as a process in which 

genetic differences among members of a local population exposed to 

new environmental conditions cause that population to diverge from the 

original species of which it had been a part. This process was especially 

clear in cases in which one population of a species became geographi-

cally isolated—for example, on an island—from other populations of the 

species. The geographically isolated population encountered a different 

environment than other populations of the same species. As a conse-

quence, individuals who might have been less fit in the original habitat 

could emerge as more fit in the new environment, enabling a significant 

shift in the “normal” characteristics of the island population. Over the 

long term, the island-locked population could develop into a new spe-

cies that could no longer breed with other populations of the original 

species (see figure 1.1). The concept of population was thus for Mayr a 

means for focusing attention on the necessary conditions for innovation 

or novelty (in this case, the way in which a new species emerges from an 

older species).

Mayr’s interest in populations as sources of biological innovation en

couraged him to stress repeatedly a point that he felt was often not taken 

seriously enough by evolutionary biologists: namely, that every member 

of a population was biologically unique. Mayr underscored this point by 

distinguishing between what he called “typological” thinking and “popu-

lation” thinking. The “assumptions of population thinking,” Mayr wrote,

are diametrically opposed to those of the typologist. The populationist stresses 
the uniqueness of everything in the organic world. What is true for the human 
species,—that no two individuals are alike,—is equally true for all other species 
of animals and plants. . . . ​All organisms and organic phenomena are composed 
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of unique features and can be described collectively only in statistical terms. 
Individuals, or any kind of organic entities, form populations of which we can 
determine the arithmetic mean and the statistics of variation. Averages are 
merely statistical abstractions; only the individuals of which the populations 
are composed have reality. The ultimate conclusions of the population thinker 
and the typologist are precisely the opposite. For the typologist, the type (eidos) 
is real and the variation an illusion, while for the populationist the type (aver-
age) is an abstraction and only the variation is real. No two ways of looking at 
nature could be more different.21

Mayr’s population thinker stressed that populations persist only to the 

extent that they function as reservoirs for multiple variations of any 

given trait. The fact that each individual in a population is genetically 

unique contributes to long-term population fitness by extending the 

ability of the population to respond to changes in environmental condi-

tions. Mayr understood a population as a fundamentally “speculative” 

biological unit, in the sense that individuals of a population who were 

1.1  Ernst Mayr’s illustration of speciation by means of geographic isolation. Source: 

Ernst Mayr, Systematics and the Origin of Species from the Viewpoint of a Zoologist 
(Cambridge, MA: Harvard University Press), 153, fig. 15. Copyright © 1942, 1970 by Ernst 

Mayr.
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less fit for current conditions at the same time functioned as speculative 

hedges against the possibility of significant changes in the environment.

For many biologists of the twentieth century, including Mayr, the 

speculative dimension of biological populations was captured both theo-

retically and visually through the tool of a fitness landscape, first proposed 

by Sewall Wright in the 1930s and cited by Mayr in Systematics and the 

Origin of Species.22 Wright, one of the founders of population genetics, 

was also a significant figure in the development of the modern synthe-

sis of Darwinian thought, primarily through Wright’s development of 

statistical tools and theories—for example, the theory of genetic drift—

that helped geneticists make sense of animal and plant experiments with 

genes and chromosomes. In a 1932 paper, Wright suggested that each 

individual be represented as a distinct point in the field of all possible 

genetic combinations for that species. In an actual population, not all 

possible genetic combinations will be realized, in part because many 

combinations will prove biologically unviable. For all the viable genetic 

combinations, though, there will be a so-called adaptive or fitness peak 

in the field around which most members of the actual population cluster. 

However, as environmental conditions change, another peak may come to 

represent the greatest possible fitness for the population. Because a popula-

tion is always spread out around a peak—or, to use a financial metaphor, 

is diversified—the population can, by means of sexual reproduction, move 

toward the new, higher fitness peak over time (see figure 1.2). The fact that 

the members of a population are spread across some subportion of the fit-

ness landscape enables the population to deal not only with its present, 

but also, in essence, to bet on a multitude of possible futures. The tool of 

the fitness landscape helped biologists to envision how a Mayrian popula-

tion is able to change in a quasi-learning-like fashion, in the sense that its 

genetic composition changes over time in response to changes in external 

conditions.23

Wright’s fitness landscape also made it possible for both biologists and 

computer scientists to consider how the differences among individuals 

to which Mayr pointed could be quantified. Wright’s representation of 

the field as a landscape and of fitness as a mountain or hill-like peak, and 

his emphasis on the importance of chance for changes in a population 

as it adapted to the fitness landscape, had the added virtue of aligning 
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this understanding of population genetics with the engineering and 

computer science methods of self-optimization developed in the 1940s 

and 1950s, especially in the new metascience of cybernetics. Hill-climbing 

algorithms developed in the 1940s and 1950s, for example, employed ran-

dom changes to enable a movement “upward” toward an optimal peak.24 

Wright’s concept of the fitness landscape provided a bridge between evo-

lutionary biologists and computer scientists, and by the 1960s, both biolo-

gists interested in using computers to model biological evolution and 

computer scientists interested in using models of biological evolution for 

developing optimization strategies employed Wright’s concept of fitness 

landscapes.25

The speculative potential of the Mayrian population did not, of course, 

allow that population to “learn” in a traditional sense. The population 

did not, for example, represent to itself its ability to adapt to an ever-

changing environment, and it could not consciously “know” anything 

1.2  Wright’s fitness landscape. Source: Sewall Wright, “The Roles of Mutation, Inbreed-

ing, Crossbreeding and Selection in Evolution,” in Proceedings of the Sixth International 
Congress of Genetics, ed. Donald F. Jones (Ithaca, NY: Brooklyn Botanic Garden, 1932), 

361.
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at all. In addition, the eventual result of its adaptation was in many cases 

speciation, in which case the benefits of the learning enabled by the 

population accrued not to the original species but to the new species, 

which complicates further the question of what, precisely, constituted 

the “agent” of learning. Yet the responses of the population to its envi-

ronment are remarkably analogous to a learning capacity, as computer 

programmers in the 1950s and 1960s were quick to note (and as we dis-

cuss further below).

At the same time that Mayr was developing his theory of populations 

as units of learning-like innovation in evolutionary biology, Friedrich 

Hayek proposed a parallel theory of markets as population-like units of 

quasi-learning. Hayek was an Austrian-born economist who became known 

to a large public through The Road to Serfdom (1944), a diatribe against 

centralized government economic planning.26 Hayek was also one of the 

founders of the Mont Pelerin Society, an incubator for neoliberal thought 

and policy.27 Hayek developed his theory of markets in the context of a 

more general turn in the early twentieth century, in both Europe and the 

US, toward centralized government planning in order to address social 

concerns such as health care, workers’ compensation, and public works 

programs in cases of high unemployment. This approach intensified dur-

ing the first and second world wars, as otherwise independent corporations 

were conscripted into the war effort, and food distribution was rationed. 

However, economists associated with the so-called Austrian school of eco-

nomics, including Ludwig von Mises and Friedrich Hayek, argued that 

government planning was intrinsically flawed, at least when it impinged 

on economic matters.

In the 1930s and 1940s, Hayek’s argument against centralized planning 

relied both on a claim about the intrinsic limits of government informa-

tion gathering and a complementary claim about the ability of markets 

to gather and process otherwise dispersed pieces of information. On the 

one hand, Hayek contended that no government can gather the infor-

mation it would need in order to plan economic activities—information 

about, say, raw materials, production costs, and consumer preferences—

because this information can never be brought together at a single point. 

Rather, this information exists “solely as . . . ​dispersed bits of incom-

plete and frequently contradictory knowledge which all the separate 
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individuals [of an economy] possess.”28 Hayek contended that each indi-

vidual is situated in, and has the most knowledge of, their own particular 

“time and place,” and “local conditions.”29 As a consequence, “practically 

every individual has some advantage over all others in that he possesses 

unique information of which beneficial use might be made, but of which 

use can be made only if the decisions depending on it are left to him or 

are made with his active cooperation.”30 Hayek argued that this distrib-

uted knowledge is especially important in the context of changing eco-

nomic conditions, such as rising or falling production costs or changes 

in the availability of raw materials.31 He argued that the only possibility 

of “planning” in such a state of distributed knowledge is to enable eco-

nomic competition, for “competition . . . ​means decentralized planning 

by many separate persons.”32 For Hayek, “the price system” of capitalist 

competition functions as the mechanism by which distributed individual 

perspectives are brought together and by which economic problems are 

thus solved.33 Or, as Hayek put it, “The whole acts as one market, not 

because any of its members survey the whole field, but because their lim-

ited individual fields of vision sufficiently overlap so that through many 

intermediaries the relevant information is communicated to all.”34

Where centralized government planning necessarily ignores most of 

the diverse perspectives of individuals in favor of the specific perspec-

tives of those in charge of planning, a competitive market synthesizes 

all of these limited perspectives. As in the case of Mayr’s geographically 

isolated population, Hayek’s market learns not in the sense that knowl-

edge is gathered at a single point and made self-conscious (that is, there 

can be no “survey [of] the whole field”) but rather in the sense that the 

market employs differences between individuals as a distributed means of 

solving problems in the context of changing conditions (and especially 

volatile change). The task of the economist, for Hayek, was to optimize 

the human use of markets. “The price system,” Hayek wrote, “is just one 

of those formations which man has learned to use (though he is still very 

far from having learned to make the best use of it) after he had stumbled 

upon it without understanding it.” Learning to make the best use of the 

market meant, for Hayek, actively reconfiguring as many social rela-

tions as possible as economic relations, for only in this way could social 

problems be solved. This meant understanding the market as a form of 
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problem-solving that “has evolved without design (and even without our 

understanding it)” but that nevertheless enables humans “to extend the 

span of our utilization of resources beyond the span of the control of any 

one mind” and by this means enables a kind of problem-solving that 

occurs without “the need of conscious control.”

Although there are obvious parallels between Mayr’s approach to popu-

lations and Hayek’s theory of the market, there are also several subtle differ-

ences (and we will return to this point in our later discussions of resilience 

in ecology to argue that Mayr’s approach points toward positive possibili-

ties foreclosed by Hayek’s approach). Both Mayr’s population and Hayek’s 

market solve problems engendered by changing conditions: for Mayr, dif-

ferences among individuals enable a population to adapt fairly quickly to 

a new environment, while for Hayek, differences among the individuals 

connected by a market enable that market to adapt quickly to changes in 

resources, consumer demand, methods of production, and product distri-

bution paths. Yet for Mayr, the speculative capacity of a population—the 

fact that differences among members of the population serve as hedges 

against multiple forms of environmental change—often resulted in the 

transformation of that population into a new species. For Hayek, by con-

trast, the market does not transform into something else but can only be 

optimized. On the one hand, this seems to make the Hayekian market 

the analogue not of Mayr’s population but rather of the forces of natural 

selection that operate on populations. Yet for Hayek, differences among 

individuals are themselves part of the “environment” of the market since 

what is selected for by the market are different consumer products and 

services, which are then used by those individuals. This ambiguity of the 

Hayekian market—is it the analogue of a population, the forces of natural 

selection, or both simultaneously?—was not, as it turned out, an impedi-

ment for this theory but rather a means by which it could link itself to 

the “objectivity” (and hence, virtue) of a scientific evolutionary theory of 

populations even while maintaining the inviolability of the market itself.

While economics had long been linked to population—Malthus, for 

example, was a professor of political economy—Hayek’s understanding 

of the market as a population of unique individuals represented a new 

formulation of this link. Different understandings of population, evolu-

tion, and adaptation are distinguished from one another by, to paraphrase 
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cybernetician Gregory Bateson, differences that make a difference. In the 

biological theory of evolution understood as enabled by differences among 

members of populations, the main issue is adaptation to environmental 

change, even if that sometimes results in the extinction of species. For 

Hayek’s theory of the market, evolutionary concepts are still linked to 

change and extinction, but these now apply only to market participants 

and their products. The concept of evolution thus functions in neoliberal 

economics as a tool to enforce the need for competition among partic-

ipants in the market, it but cannot be extended to ask the question of 

whether the “freedom” currently instantiated in “free” markets can itself 

be subject to evolution.

The more recent smartness mandate takes up Hayek’s population-

adaptation logic but then transforms this latter in yet a new direction. 

Hayek was still centrally concerned with the freedom and sovereignty of 

the liberal subject—a concern evident in, for example, Hayek’s concern 

that Western nation-states were on the “road to serfdom”—and justified 

the market as the sole guarantor of the liberal subject’s freedom. While 

Hayek believed that markets had originally emerged without any con-

scious planning, he did not believe that the best (i.e., optimal) form of the 

market would emerge spontaneously, and neoliberalism was for Hayek 

the project of seeking actively to construct that ideal, or best, market 

that could best guarantee the liberal subject’s freedom. Yet by the 1970s, 

in the wake of global environmental and “population” crises (which we 

discuss below), Hayek’s focus on individual “freedom” had already begun 

to seem a bit dated, and so the “adaptive” capacity of markets would 

come to be justified more primarily in terms of their ability to accom-

modate unanticipated crises that emerged from an always-too-complex 

environment.35 Rather than serving to protect the freedom of the liberal 

subject, the imperative for change or adaptation amplifies and supports 

the intrusion of information-making markets into every realm of life and 

even justifies the death or extinction of older markets.

While it is important to recognize the differences between Hayek’s 

original theory of the market and more recent smart approaches to mar-

kets, it is nevertheless the case that theories of markets tend to reduce 

populations to behavioral populations that signal one another via the 

binary actions of buying or selling (or, more fundamentally, through 
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the digital binary of true/false). Biology, by contrast, is able to compre-

hend many other forms of signals and data (and we return to this in 

chapter 4 in our excursus on the smart forest). Our point here is not to 

privilege evolutionary biology. Rather, we are stressing both that there is 

no one understanding of adaptation or evolution, and that concepts of 

evolution and adaptation have been applied and deployed through tech-

nologies of information in multiple ways. As a consequence, concepts of 

adaptation or evolution do not invariably provide theoretical support for, 

but can also challenge, neoliberal understandings of economies.

COMPUTING, POPULATIONS, AND LEARNING

While the Malthusian and actuarial approaches to population remained 

largely restricted to demographic and insurance discourses for much of 

the twentieth century, both Mayr’s population thinking and Hayek’s 

understanding of markets were taken up almost immediately by research-

ers interested in a new technical object: computers. This uptake was in 

part the result of fortuitous timing, as both Mayr’s and Hayek’s theories 

emerged at roughly the same time as the first computers, and interest 

in cybernetics served to connect Mayr and Hayek to individuals within 

computing circles. However, this uptake was also, and more fundamen-

tally, a consequence of an interest shared by Mayr, Hayek, and com-

puter researchers in models of learning, and both Mayr’s and Hayek’s 

approaches provided computer researchers with models for distributed 

and decentralized forms of learning. We focus here on two examples: 

evolutionary computation and the perceptron model of learning.

EVOLUTIONARY COMPUTATION

As computer engineer David B. Fogel notes in his reconstruction of the 

series of computer engineering approaches that were eventually grouped 

under the rubric of evolutionary computation, both computer scientists 

interested in optimization problems and biologists interested in modeling 

evolution on computers began to connect evolution, populations, and 

problem-solving in the late 1950s and 1960s.36 As Fogel notes, there were 

multiple origins for this approach within computing science, including 
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geneticists interested in modeling natural evolutionary processes, statisti-

cians interested in optimizing industrial production techniques, electrical 

and computer engineers interested in artificial intelligence, and aero-

space engineers interested in fluid modeling.37 Although many of these 

efforts developed in isolation from one another, many also took inspira-

tion from cybernetics research. As a consequence, what marks many of 

the early articles on these topics is a shared premise of an underlying 

homology—or even identity—between optimization problems and natu-

ral evolution, which led to the conclusion that the latter could provide 

solutions for otherwise intractable engineering optimization problems.38 

Or, as Fogel put it, “Darwinian evolution is intrinsically a robust search 

and optimization mechanism,” and “the problems that biological spe-

cies have solved are typified by chaos, chance, temporality, and nonlin-

ear interactivity”—that is, precisely those kinds of “problems that have 

proved to be especially intractable to classic methods of optimization.”39 

When understood in this way, biological evolution became an attractive 

conceptual resource for computer scientists since, by modeling the basic 

principles of natural biological evolution within computing, they could 

find solutions to problems that were otherwise impossible to solve by 

means of classic optimization approaches.

That meant, first and foremost, creating computer analogs of natural 

biological populations, for many of these early researchers assumed that 

it was by means of populations that natural evolution enabled a kind of 

“searching” and “learning.” In the case of genetic algorithms, for exam-

ple, a researcher used a computer to search for an optimal solution for a 

given problem by formatting the problem as follows:

1.	 The problem to be addressed is defined and captured in an objective 

function that indicates the fitness of any potential solution.

2.	 A population of candidate solutions is initialized subject to certain 

constraints. Typically, each trial solution is coded as a vector x, termed 

a chromosome, with elements being described as genes and varying val-

ues at specific positions called alleles.40

For example, a design for a robot might include multiple options for the 

power source (e.g., 12-volt nickel-cadmium battery, 24-volt nickel-

cadmium battery, 12-volt lithium-ion battery, etc.) and multiple options for 
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the motor (5-volt step motor, 9-volt step motor, 5-volt servo motor, etc.). 

The fitness of a robot could be defined as the robot’s range (hours) + power 

(watts) − weight (kilograms). Each combination of power source and motor 

constitutes a possible solution to this fitness problem, and two different 

solutions can then be “mated” with one another by randomly combining 

their individual elements. The genetic algorithm is then used to determine 

which possible combination is the most fit.41

Although genetic algorithms are only one kind of evolutionary comput-

ing, most approaches to evolutionary computing rely on both competition 

and mating between different possible solutions within a population of 

possible solutions. However, even as populations of discrete biological 

individuals served as the inspiration for evolutionary computing, the 

tendency to understand evolution as a method of testing “solutions” to 

problems undercuts any necessary connection between discrete individ-

uals and discrete biological populations. For example, for a statistician 

interested in optimizing industrial production, the relevant population 

was composed of small variations on an industrial process rather than the 

human individuals who implemented that process.42

HAYEKIAN MARKETS AND NEURAL NETS

An explicitly Hayekian approach to population thinking was integrated 

within the neural net strand of the artificial intelligence research tradition 

that first emerged in the late 1960s and now serves as the basis for many 

contemporary deep-learning computational approaches (which are, in turn, 

key techniques for smartness). Frank Rosenblatt’s work on perceptrons is an 

important example of this integration of population thinking into premises 

about computation and learning that structure the neural net approach. 

Drawing on the work of neuropsychologist Donald O. Hebb—but also, 

significantly, on Friedrich Hayek’s The Sensory Order (1952)—Rosenblatt 

proposed in the late 1950s that learning, whether in nonhuman ani-

mals, humans, or computers, depended upon a net of neuron-like entities 

among which associations would be established whenever a sensory organ 

was triggered by external stimuli (see figure 1.3).43

Rosenblatt noted that within this model, learning was not a matter 

of comparing external stimuli to internal models or patterns but rather 
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named the process of establishing new associations among the elements 

of the neural net. The key to learning for the neural net approach was 

exposure to a “large sample of stimuli” so that those stimuli that “are 

most ‘similar’ . . . ​will tend to form pathways to the same sets of respond-

ing cells.”44 As Rosenblatt stressed, this meant approaching the nature of 

learning “in terms of probability theory rather than symbolic logic.”45 By 

this he meant that learning to recognize a particular visual shape occurred 

when a system was exposed to a large number of instances of that shape 

and was initially provided with external “training” feedback; this then 

produced a high probability that in the presence of a new instance of 

that shape the same set of neurons would fire together.46 The goal of 

Rosenblatt’s article was to formalize mathematically how a perceptron 

functioned and hence how it could be instantiated in a computer device 

(a task that Rosenblatt had in fact completed a year earlier on an IBM 704 

computer at the Cornell Aeronautical Laboratory).

While Rosenblatt mentions evolution and genetics only in passing in 

his article on perceptrons, his reference to Hayek helps us to excavate the 

implicit role of population thinking in his approach to computer learn-

ing.47 While Hayek’s The Sensory Order initially reads, and was explicitly 

presented by Hayek, as a side project largely unrelated to his economic 

theory, it is better understood as the necessary physiological complement 

of his market theory. As we noted above, Hayek’s theory of the market as 

a population-level information processor is premised on his claim that 

each market participant has a unique, but also limited, perspective, and 
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1.3  Rosenblatt’s schematic drawing of a perceptron. Source: Frank Rosenblatt, “The 

Perceptron: A Probabilistic Model for Information Storage and Organization in the Brain,” 

Psychological Review 65, no. 6 (1958): 389.
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that only the market can bring together these “limited individual fields 

of vision” and hence enable economic problems to be “solved.”48 Yet 

within Hayek’s economic theory, it is unclear whether each individual 

perspective is necessarily unique and limited, and if so, why. In “The Use 

of Knowledge in Society,” for example, Hayek stressed differences among 

individuals that were explicitly the result of the demands of their occu-

pations, such as “the shipper who earns his living from using otherwise 

empty or half-filled journeys of tramp-steamers, or the estate agent whose 

whole knowledge is almost exclusively one of temporary opportunities, 

or the arbitrageur who gains from local differences of commodity prices.” 

These individuals, Hayek contended, “are all performing eminently 

useful functions based on special knowledge of circumstances of the fleet-

ing moment not known to others.”49 In this description an individual’s 

unique and limited perspective seems to be primarily a function of their 

profession combined with the imperative to maximize revenue. A captain 

who worries that his half-empty tramp steamer will result in personal 

economic loss, for example, will be attentive to the specific opportuni-

ties for filling the rest of his vessel that emerge during his travels. Yet this 

stress on specific professions and economic pressure did not mean that 

individual perspectives were always and necessarily unique and limited.

In The Sensory Order, Hayek sought a way of supporting that latter 

claim, and he hoped to accomplish this by describing learning itself as 

dependent upon what in “The Use of Knowledge in Society” he had 

described as an individual’s “particular circumstances of time and 

space.” Learning was dependent upon an individual’s particular circum-

stances in the sense that although humans at birth were more or less 

neurologically identical, the particular neurological associations that 

external stimuli produced in an individual—that is, the specific instances 

of learning—were dependent on the particular circumstances that an 

individual encountered. Though this resulted in a largely shared world, 

each individual nevertheless remained bound to their own unique per-

spective, and—equally important for Hayek—there was no possibility of 

locating a single “correct” perspective on many matters (for example, 

those that relate to an individual’s preferences). This made learning an 

intrinsically and necessarily limited accomplishment for each individual 

and so required some means of linking together a massive number of 
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these individual perspectives. For Hayek, the most efficient mechanism 

for linking individual perspectives (rather than subordinating most 

individual perspectives to one individual perspective) was, of course, 

the market, which “acts as one market, not because any of its mem-

bers survey the whole field, but because their limited individual fields 

of vision sufficiently overlap so that through many intermediaries the 

relevant information is communicated to all.”50 From this perspective, 

Hayek’s physiological account of learning as an individual process of 

forging neurological connections explained why the unique individuals 

that were the result of such learning had to be bound together through 

the population-level institution of the market.

Rosenblatt’s reference to Hayek’s account of learning illuminates the 

more general role of population thinking within Rosenblatt’s theory of 

the perceptron and its neural nets. Population thinking underwrites two 

different aspects of Rosenblatt’s theory. It is evident, first, in Rosenblatt’s 

attempt to clarify the perceptron model by contrasting it with what he 

called monotypic models. These latter models endeavored to stipulate in 

advance the precise “wiring” necessary to achieve a specific function (e.g., 

pattern recognition). However, as a consequence a monotypic model “is 

in general overdetermined, corresponding at best to a biological pheno-

type, rather than a species as a whole.”51 By favoring what he described 

as a “genotypic approach,” Rosenblatt aimed at a model of learning for 

which “the properties of the components may be fully specified, but the 

organization of the network is specified only in part, by constraints and 

probability distributions which generate a class of systems rather than a 

specific design.”52 In other words, for Rosenblatt the goal of brain model-

ing was not to construct a specific wiring diagram for a specific task but 

rather to model a structure that accepts differences among multiple mem-

bers of the same species, or class, so long as the results of the members of 

the class are statistically similar. Just as multiple human beings develop 

slightly different neuronal linkages as a consequence of their slightly 

different environments yet can nevertheless usually agree on whether a 

photograph is of a dog or a cat, multiple runs of a pattern recognition 

neural net would result in different associations between computer neu-

rons, but each run would end up with statistically similar capacities for 

recognizing the target pattern.
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Second, precisely because perceptrons require training data (as well as 

an agent who helps the neural net assess the training data), they can in 

principle be trained on what is in essence population-level experience.53 

Although each human individual is limited to that specific set of external 

stimuli to which they are in fact exposed, a computer perceptron can, by 

contrast, draw on databases that group the judgments and experiences of 

not just one individual but large populations of human individuals. As 

we will note in the penultimate section of this chapter, though such data-

bases were not available in the 1950s or 1960s when Rosenblatt developed 

his model, they have since become standard and include, for example, 

the Modified National Institute of Standards and Technology data set of 

handwritten images, Google’s Open Images, the Stanford Dogs data set 

(which are used to train visual pattern recognition algorithms), and the 

Stanford Sentiment Treebank (which is used to train preference recog-

nition engines).54 Algorithms trained on such databases can then link 

population-level experience to the specific choices that a discrete human 

individual makes. For example, Netflix can recommend a movie to an 

individual by linking an individual’s past movie choices and ratings on 

Netflix with the movie choices and ratings of the entire population of the 

millions of individuals using Netflix.

Rosenblatt’s reference to Hayek also underscores the extent to which 

this approach to learning is implicitly open to a market-driven approach. 

This is the case in part because neural nets are intrinsically driven by imper-

atives to reduce so-called cost functions. A neural net learns by adjusting 

to errors, and it does so by quantitatively altering “weights” assigned to 

each neuron. These weights, like Hayek’s “prices,” provide a common 

quantitative medium for the net as a whole (and in this sense make the 

neural net a market-like structure). Perhaps more significant, a perceptron 

can be trained with massive population-level data sets only if and when 

data from populations can be gathered and formatted in consistent ways, 

and this latter necessity creates a much deeper elective affinity between 

the perceptron/neural net model of learning and markets. Neural nets 

require consistent and quantifiable sensory input, and this is facilitated 

not only by omnipresent sensors but also by prices and quantified rating 

systems that create consistency across that data. While these kinds of 

market relations were absent from Rosenblatt’s original formulation of 
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the perceptron, his basic architecture implicitly pointed toward the need 

for population-level, consistent, and market-like mechanisms for gather-

ing and assessing data.

THE LIMITS TO GROWTH AND WORLD SYSTEM MODELING

In the late 1960s and early 1970s, the Malthusian model of population—

population as a mass incapable of learning—became linked to both 

computation and environmental concerns through the practices of 

computer-assisted population modeling developed by the authors of 

The Limits to Growth, published in 1972. Critics of this report—including 

Hayek—noted that the project itself was based on the assumption that 

researchers could know in advance all the relevant variables for modeling 

a world system—that is, precisely the assumption contested by Hayek’s 

model of the market, Rosenblatt’s critique of monotypic models of learn-

ing, and Mayr’s valorization of population thinking. As a consequence, 

one important, if unintended and ironic, consequence of The Limits to 

Growth was to facilitate the expansion of the alternative approach to pop-

ulations as units of learning.

The Limits to Growth emerged from a group of “scientists, educators, 

economists, humanists, industrialists, and national and international 

civil servants” who called themselves “the Club of Rome.”55 This group 

was responding to a more general interest in potentially imminent global 

crises that involved both the environment and the world population. 

Since the early 1960s, a series of best-selling books, including Rachel 

Carson’s Silent Spring (1962), had focused on geographically extensive 

environmental crises. At the same time, a separate series of best sellers, 

such as Paul Ehrlich’s The Population Bomb (1968), stressed the negative 

consequences of an ever-increasing global human population. The Lim-

its to Growth linked population growth and environmental disaster by 

including both as variables in computer simulations of possible futures of 

the human population on the globe.

The members of the Club of Rome worried that faith in technologi-

cal innovation as a means for solving social problems and an empha-

sis on the need for perpetual growth of the world economy would lead 

to environmental and social crises, and they were convinced that they 
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could prove this point via computer simulations of possible futures of 

the human population and global environment.56 They took an explic-

itly systems analysis approach to this problem, presuming that all the 

“basic factors that determine, and therefore, ultimately limit, growth on 

this planet—population, agricultural production, natural resources, indus-

trial production, and pollution” were each mutually dependent on one 

another; hence, a change in one variable would have an impact on 

all other variables.57 To develop a computer model able to handle this 

systems approach, they solicited the help of Jay Forrester, a computer 

science professor at the Massachusetts Institute of Technology’s (MIT) 

Sloan School of Management.58 Forrester had originally developed what 

he later labeled a “System Dynamics” approach for helping managers of 

industrial systems to understand and optimize commodity production.59 

This approach produced charts such as figure 1.4, which depicts links of 

dependency among the various elements of an industrial system. With 

Forrester’s help, the Club of Rome group created an analogous chart for 

the world as a whole (see figure 1.5). By programming these interrelation-

ships into a computer, they could alter variables and then simulate the 

overall effects of these changes.

The results of the Club of Rome’s modeling exercise were almost invari-

ably gloomy. In every scenario in which “world population, industrializa-

tion, [and] pollution” continued to grow, the model suggested that, within 

the next 100 years at most, there would be severe food, population, and 

economic crises (see figure 1.6).60 However, the report’s authors contended 

that their models also revealed the possibility of sustainable futures, in 

which variables such as world population, industrialization, and pollution 

no longer grew but instead settled into a form of “global equilibrium.”61

The Limits to Growth had both a significant short-term and a long-term 

impact in multiple countries. In the US, for example, President Carter 

sought to ensure that this kind of global population-modeling work 

would be pursued in more fine-grained empirical fashion until the year 

2000, and numerous groups from both the political Left and Right and 

from various countries developed their own world computer models.62 

Some of these models supported the basic conclusions of the Club of 

Rome that growth could not continue indefinitely without leading to cri-

sis, while others—again, on both the left and right—explicitly contested 
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the premise of the authors of The Limits to Growth that technological ad

vances would always lag behind resource use and population growth.63 

The report was also important for the development of the one-child pol-

icy, which persisted from 1979 to 2015, in the People’s Republic of China 

and contributed to the emphasis in USAID projects on controlling the 

global population (and especially the population of the third world).64

From the point of view of our history of smartness, The Limits to Growth 

was also important in two additional ways. First, this report established 

a link between populations, environmentalism, and “extraterritorial” 

computer modeling of global dynamics that outlasted the study’s specific 

premises about rates of technological growth and its conclusions about the 

limits of growth. As the report’s authors stressed in their introduction, the 

1.4  Forrester’s flowchart depiction of a production and distribution system. Source: 

Jay Forrester, Industrial Dynamics (Cambridge, MA: MIT Press, 1961), 22.



1.5  The world model as visually depicted in The Limits to Growth. Source: Donella H. 

Meadows, Dennis L. Meadows, Jørgen Randers, and William W. Behrens, The Limits to 
Growth: A Report for the Club of Rome’s Project on the Predicament of Mankind (New 

York: Universe Books, 1972), 102–103.
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1.6  An example of what is described as a “standard” world model run from 1900 to 

2100. Source: Donella H. Meadows, Dennis L. Meadows, Jørgen Randers, and William 

W. Behrens, The Limits to Growth: A Report for the Club of Rome’s Project on the Pre-
dicament of Mankind (New York: Universe Books, 1972), 124.
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problems they considered, such as global population growth and increase 

in pollution, lay beyond the limited frame of any particular national pol-

ity and, as a consequence, “the vast majority of policy-makers seems to be 

actively pursuing goals that are inconsistent” with the global perspective 

demanded by the Club of Rome. In the face of this problem of widespread 

and endemic provincialism, the authors of the report suggested that com-

putational modeling provided the possibility of an “improved”—meaning 

objective, extraterritorial, and truly global—perspective. This was true, 

they contended, because computational modeling mimicked the process 

of mental “modeling” with which every human being engaged their world 

while at the same time optimizing that modeling by “combining the 

large amount of information that is already in human minds and written 

records with the information-processing tools that mankind’s increasing 

knowledge has produced” (21). Although The Limits to Growth itself had 

somewhat faded from public consciousness by the end of the 1970s, the 

report established a premise—namely, that high-end computation could 

link distributed knowledge with a global population and environmental 

salvation—that was consistent with and linked by modeling techniques 

and even personnel to the global weather and climate modeling that has 

become a central component of our contemporary efforts to understand 

the effects of human behavior on the environment.65

The second key legacy of The Limits to Growth for the development of 

smartness was the unintentional impetus it gave to neoliberal thinkers com-

mitted to the premise that markets were the true sites of collective learning. 

Both the pessimism of The Limits to Growth—its conclusion that environ-

mental and population problems could not be solved, but only exacer-

bated, by market-based economic growth—and its emphasis on complete 

expert modeling of all the variables of global “health” seem in retrospect 

almost tailor-made as objects of critique for the increasingly powerful neo-

liberal movement. Neoliberal critics argued that, precisely because the mar-

ket solved apparently insoluble problems, more rather than less economic 

growth was needed, for it was only by aggressively pursuing economic 

growth that markets could “innovate” their way beyond the (only appar-

ent) limits to growth described by the report.66
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EXPERTISE AS A VECTOR FOR THE EMERGENCE OF SMARTNESS

As we noted above, concepts of risk encouraged the integration of actuarial 

approaches to populations into contemporary smart forms of population-

based, often internet-mediated medicine. The concept of expertise—or 

rather, an attack on the concept of expertise—has been a second vector 

for the emergence of smart technologies. While Hayek’s theory of learn-

ing was already integrated into computing applications by the 1950s, his 

understanding of markets as sites of distributed knowledge and learning 

remained a largely abstract theory even into the 1970s. It was also a the-

ory that, despite Hayek’s Nobel Prize in Economics, remained relatively 

outside the mainstream of economic theory and approaches. But Hayek’s 

understanding of markets as entities that learn and his corollary attack on 

“experts” as frauds (since individuals could never in principle be as smart 

as the market) began to take on teeth in the 1980s and 1990s as computer 

scientists integrated an actuarial logic of populations with the premise that 

populations can function as learning entities. Hayek argued throughout his 

career that the market solved problems under changing conditions when 

it eliminated pretensions to centralized “expertise” and instead channeled 

the distributed knowledge of a population through the market’s quantita-

tive price system. Yet what Hayek called “the price system” was just one 

way of quantifying distributed knowledge, and smartness became possible 

when computer scientists recognized that variants of actuarial logic could 

be used to create new ways of enabling distributed learning. The develop-

ment of the PageRank algorithm—and, subsequently, the founding of the 

company Google—in the early 1990s provides an especially clear example 

of the means by which increasingly widespread access to personal com-

puters helped to link the actuarial approach to populations with the prem-

ise that populations function as learning entities and to bind both of these 

to attacks on traditional concepts of expertise in favor of a price-oriented 

market logic.

By the early 1990s, an internet structure developed two decades ear-

lier by the US military had become the backbone of a World Wide Web 

that allowed many thousands of users spread across the globe to create 

individual web pages and, equally important, to create links to web pages 

created by others. By the mid-1990s, though, the enormous number of 
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web pages available suggested to several groups the need to create semi-

automated mechanisms for searching among these websites so that an 

individual user could find the small number of pages of interest to them. 

In the case of print books and periodicals, libraries had done this kind of 

indexing work by hand for more than 100 years, and some of the early 

efforts for the web involved a similar process. However, as the number of 

web pages moved into the millions, with thousands emerging daily, this 

kind of approach quickly became unfeasible, and several groups devel-

oped ways of automating indexing procedures.

One of the most successful of these efforts was developed by several 

Stanford University researchers, who produced what they called the 

“google” PageRank algorithm.67 The PageRank system of web indexing was 

based on the premise that a search engine ought to judge how relevant a 

given page is for a particular search by taking into account the “linking” 

activity of actual earlier users. The PageRank developers explicitly modeled 

their approach on the academic citation system. For academic research 

communities, especially those in the natural and social sciences, the more 

frequently an article is cited, the more important that article is considered 

to be; in addition, the citations in an important article are considered more 

important than citations in an infrequently cited paper.68 The developers 

of PageRank treated a link from one web page to another as equivalent 

to an academic citation. Their reasoning was that establishing a link to 

another page was in essence a judgment that that other page was impor-

tant.69 Hence, as the PageRank developers put it, “the importance of a Web 

page is an inherently subjective matter which depends on the readers [sic] 

interests, knowledge and attitudes,” yet “there is still much that can be 

said objectively about the relative importance of Web pages.” PageRank 

was designed as “a method for rating Web pages objectively and mechani-

cally, effectively measuring the human interest and attention devoted to 

them.”70

Yet even as the PageRank developers presented their use of the academic 

citation model for ranking all web pages as a commonsense extension of 

a principle that had worked well in the domain of scientific experts, the 

result was to reconfigure the global population of web users into a vast, 

globally distributed population of “experts”—or, more accurately, they 

eliminated the distinction between experts and laypeople. The academic 
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citation model was premised on the principle that citation ranking must 

be restricted to a specific field of academic experts, such as cell biology. Yet 

for the PageRank developers there was only one field—namely, the one 

that encompassed the entire ecology of current and future web pages, no 

matter whether their content was a “research article about the effects of 

cellular phone use or driver attention” or “an advertisement for a particu-

lar cellular provider.”71 The result was that the entire world of web page 

creators was treated as an expert community despite the absence of any 

structures of baseline expert validation (for example, university tenure 

committees, professional societies, or journal editors) and the absence of 

any common method or problem. As Nicholas Carr notes, this technical 

approach to page ranking encouraged the premise that there was a collec-

tive intelligence of the web as a whole.72

Even as each web page was treated as a unique, expert contribution 

to an ecosystem of collective intelligence, the point of page ranking was 

to use a search request as the starting point for parsing these individual 

websites into a hierarchy that would then be broken down, in actuarial 

fashion, into discrete categories (e.g., “Top Ten Results” vs. “Next Ten,” 

etc.).73 The PageRank developers argued that they employed these actu-

arial groupings to enable the intelligence implicit in the linking structure 

to become self-reflexive—that is, to enable an increase of collective intel-

ligence rather than have that intelligence drowned out by self-promoting 

sites (the PageRank developers claim that this method is “virtually immune 

to manipulation by commercial interests”).74

One consequence of the PageRank approach to population-level learn-

ing is that its “individuals” no longer correspond to individual human 

beings. In the expert scientific communities from which the PageRank 

developers drew their inspiration, individual papers are authored—or more 

often coauthored—by discrete human beings, who accrue prestige (and 

hence further lab resources, increases in salary, etc.) to the extent that the 

papers they authored or coauthored are judged to be important by their 

specific scientific community. Yet in the global population of web pages 

that PageRank took as its ecosystem, there was no necessary link between a 

web page and an individual author. An individual, for example, might cre-

ate multiple web pages oriented toward multiple interests or communities, 

while corporate home pages generally lacked any attributions of individual 
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authorship. As a consequence, PageRank—unlike the academic article rank-

ing system—was not designed to trace pages back to their expert author but 

simply to make claims about web pages. Thus, even as PageRank treated a 

link from one page to another as a “judgment” about importance, they did 

not need to treat these as judgments made by discrete individual human 

beings. Rather, they focused on an ecology of judgments without any need 

to determine the precise source of these judgments.

Although PageRank’s analysis of a population of judgments was in one 

sense simply an extension of the population approach developed within 

the evolutionary-computing methods that we described above, the appli-

cation of this approach to the realm of intentional actions undertaken by 

individuals is a difference that makes a difference. The detachment of judg-

ments from individuals was in itself nothing new: neoclassical econom-

ics, for example, had long since performed essentially the same operation 

since it claimed to be interested only in the economic actions of buying 

and selling that actually occurred and was in principle agnostic about the 

nature or even existence of the “individuals” who performed those eco-

nomic actions.75 However, insofar as PageRank was designed to guide and 

hence amplify the collective intelligence of the information ecology of 

judgments instantiated in the world wide web, it integrated this approach 

to populations directly into the experiences of its millions of users.

In the 1990s and early 2000s, PageRank was by no means alone in its 

effort to merge widespread access to computing, attacks on traditional 

concepts of expertise, and automated forms of judgment as a way to amplify 

the collective intelligence of large populations. It was during the same 

period, for example, that Wikipedia developed a model of knowledge pro-

duction that sought to bypass traditional encyclopedia gatekeepers, that 

companies such as Amazon and Netflix created recommendation engines 

that relied on consumer ratings of products, and that open-source and 

citizen science projects emerged that would purportedly break science 

out of its entrapment in the ivory tower of universities.76 However, Page

Rank was one of the first, and in a sense most explicit, of the efforts to 

enable population-level learning by employing an actuarial approach to 

population judgments, which was in turn easily coordinated, via the sale 

of advertising opportunities, with the price system of the market.
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CONCLUSION

From the perspective of the story we tell here, Naomi Klein’s recent claim 

that corporate executives such as Eric Schmidt have employed the 

COVID-19 pandemic as a crisis that allowed them to push aside earlier 

popular resistance to the expansion of smart technologies is nominally 

correct but misses the bigger picture. Perhaps guided by her earlier account 

of the shock doctrine, in which a small cabal of neoliberal economists 

and heads of state employed crises as a way of thwarting the desire of 

the masses for democracy, Klein sees the same structure at play in recent 

events, arguing that

democracy—inconvenient public engagement in the designing of critical insti-
tutions and public spaces—was turning out to be the single greatest obstacle 
to the vision Schmidt was advancing, first from his perch at the top of Google 
and Alphabet and then as chair of two powerful boards advising Congress and 
Department of Defense.77

The problem with this account, aside from its tendency to employ the 

figure of a cabal, is that it does not come to terms with the fact that 

the advocates of smartness claim to be enabling public “openness” and 

democracy precisely by means of smart-technology applications that chan-

nel the distributed knowledge of the population and allow the latter to 

learn, especially in states of significant and unprecedented change. The 

architects of the shock doctrine policies that began in the 1970s often 

acknowledged, sometimes even publicly, that “the market” and demo

cracy might not be compatible; as a consequence, crises would need to 

be exploited (or manufactured) to introduce market reforms that might 

otherwise be unacceptable to the citizenry as a whole but would purport-

edly result in long-term improvement and prosperity for the national 

population. Neoliberal advocates in this sense hewed closely to Hayek’s 

approach, which focused solely on optimizing the market by enabling the 

distributed knowledge spread out among its population of unique partici-

pants to flow freely (even if, at the same time, market logic was expanded 

to include essentially all social relations). While the advocates of smart-

ness also seek to harness the collective intelligence enabled by large 

populations of unique individuals, they no longer limit themselves to 

market optimization but rather bring a population-learning approach to 
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any form of problem or crisis that might present itself. Because of its quan-

titative price basis, the market is generally a part of the technical means by 

which smartness employs computation to link members of a population. 

However, because smartness is not intrinsically bound to markets, it can 

more plausibly argue that it enables forms of democracy in which markets 

have their proper place.

Klein is correct, of course, to stress the distinctions between democracy 

and smartness. The distributed knowledge of the population, for exam-

ple, is not equivalent to what Klein calls democratic “public engagement 

in the designing of critical institutions and public spaces” since the latter 

requires the sort of self-conscious understanding of ends and means that 

the advocates of smartness claim is often impossible. At the same time, 

though, the distributed knowledge of the population is also not the “other” 

of democracy in the way that Klein’s shock doctrine cabals so clearly are. 

Instead, automated systems judgments of smart populations are something 

more like the uncanny double of democratic decision-making. What thus 

remains largely unthought in Klein’s account, and what we seek to engage 

more fully in the chapters that follow, is the question of the relationship of 

the populations of smartness to the citizens of democracy.





Growing concerns with climate change, energy scarcity, security, and eco-

nomic collapse have recently encouraged urban planners, investors, and 

governments to turn toward infrastructure as a site of value production 

and potential salvation in a world defined by catastrophes and crises. Nor is 

an emphasis on catastrophe and crisis limited to these actors, for the Left 

is equally focused on disaster capitalism, or an embrace of a world after 

humans. In short, the premise that environmental, economic, or secu-

rity catastrophes will arrive—or have already arrived—is now a default 

assumption for many contemporary commentators. As if in response, a 

new paradigm of high-technology infrastructure development obsessed 

with “smart,” “ubiquitous,” or “resilient” infrastructures has emerged, 

and advocates assert that these infrastructures can save us from present 

or coming catastrophes. The smartness and resilience of these infrastruc-

tures refers to their integration of computationally and digitally managed 

systems, from electrical grids to building management systems, that can 

learn and in theory adapt by analyzing data about themselves and their 

human users. Humans are repositioned not simply as users of these infra-

structures but also as part of the smart infrastructure itself. This vision 

has an agnostic relationship to crisis: whether the threat is terrorism, 

subprime mortgage failures, energy shortages, or hurricanes, smart infra-

structures will save us.

2
DEMO OR DIE: THE ZONES 
OF SMARTNESS
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In the introduction to this book, we briefly described the city of Songdo 

as an example of this vision of smart infrastructure. We begin here by 

noting three other examples from the recent annals of urban planning, 

which collectively underscore ways in which smart infrastructures are 

incorporated within parts of existing cities. While our first two examples 

were project proposals and the third is currently under construction, all 

three exemplify the logic of the demo that is central to contemporary 

smart infrastructure and the smartness mandate.

Our first two examples are drawn from a 2010 Museum of Modern Art 

(MoMA) in New York competition titled Rising Currents, which asked archi-

tects to offer designs for a future New York where seawater had risen as a 

result of climate change.1 As we noted briefly in our Introduction to this 

book, the competition curators argued that climate change was underrep-

resented and underdiscussed in architecture, yet it was necessary to pre-

pare our cities and habitats for this inevitable event. According to curator 

Barry Bergdoll, the exhibition would inspire New Yorkers to begin con-

sidering the future of their city under conditions of massive, and rapid, 

climatic change. Equally important, Bergdoll suggested, the economic 

recession that followed the 2008 worldwide financial crisis had laid the 

seeds (via layoffs of talented architects) for renewed “innovation.”2

One of the most popular projects exhibited in Rising Currents was Oyster-

tecture by Kate Orff/SCAPE, a project that has gone on to be funded to the 

tune of $60 million.3 The project, sited off of Staten Island, proposes to 

grow oyster reefs as ecological barriers. The images from the project pro-

posal show beautiful reefs, rendered with autumnal colors and watery blues, 

in a lagoon in which windsurfers enjoy the water. Other renderings depict 

happy New Yorkers eating oysters at shacks on the waterfront, combining 

security with pleasure. This culinary death comes with a certain irony since, 

in serving as an infrastructural defense against rising oceans, the oysters 

would slowly die off as a result of their dirty and inhospitable environments 

(and, in the long run, oysters globally are threatened by rising ocean acidity 

and temperature). This death, beautifully rendered by the architects, also 

embraces as aesthetically pleasing what is now assumed to be the inevitable 

destruction of much of New York by rising tidal waters.

Our second example from Rising Currents, nArchitects’s New Aqueous 

City, repeats this theme of destruction made visible and aesthetically 
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pleasing with a proposal for new zoning strategies and the literal use of 

bottom-up design strategies, such as placing floatation devices on the 

bottom of buildings and seawalls.4 The video that accompanied their 

proposal depicted a storm surge and narrated, by way of the architec-

tural intervention, its survival. As the waters rise, new real estate and 

agricultural opportunities emerge. When the big storm finally hits, we see 

individuals calmly gathering on the roof of what appears to be a fancy 

condominium, prepared for evacuation. As the helicopter swoops down, 

all is beautiful: the light is gentle, and there is no wind or rain.

The contrast between these images and the actual helicopter rescues, 

refugee-like encampments in professional sport arenas, and devastated 

environments in the case of Hurricane Katrina in New Orleans and Hur-

ricane Sandy in New York begs the question of who would be left behind 

in this vision. At issue here for us, though, is not the quality or conception 

of these projects nor the intent of the curators. Both of these projects have 

great merit and open new possibilities for rethinking what constitutes 

urbanism, habitat, environment, and technology. Such a rethinking of the 

urban-rural-natural relationship is a necessary and key component to envi-

sioning different futures for ecology (a point to which we will return at the 

end of both this and the next chapter). What interests us is the aesthetics, 

and therefore the politics, potentially encouraged in these presentations. 

In depicting global disasters as pleasing, even beautiful, and decontextu-

alized, these images avoid questions about New York’s degraded wetlands 

that the oysters are to replace; the inequities and violence built into the 

territory of the city through gentrification, financialization, and technol-

ogy; and the inevitability of this forthcoming disaster. The images merely 

reenact, demo, or simulate disaster without that disaster ever really seem-

ing to threaten the largely affluent spectators at MoMA.

Hudson Yards, our third example of resilient and smart infrastructure, 

emphasizes some of the differences between smart infrastructure propos-

als such as Oyster-tecture and New Aqueous City and the realities of the 

reconstruction of New York after the devastation of Hurricane Sandy in 

2012. While many initiatives were proposed after Hurricane Sandy, most 

incorporating big-data approaches along with “preparedness” of commu-

nities to enhance resilience and improve emergency services, the actual 

development of Manhattan and its surrounding environs headed in a 
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more ominous direction. One of the central developments is Hudson Yards, 

a former rail depot on the West Side of Manhattan being developed at a 

cost of (at least) $25 billion, which makes it the largest private real estate 

development in the United States, and one of the largest in the world (see 

figure 2.1).5 As a recent newspaper article notes, “New York’s $25 billion 

megadevelopment can withstand a superstorm or terrorist attack even if 

the entire city shuts down.” The implicit argument is that Hudson Yards 

will survive even if the rest of New York does not. And indeed, in a section 

of Manhattan that is both the home of Google’s Sidewalk Labs and touted 

as a smart development, the project is described as a “city within a city” or 

“a living room for creative workers.” “Hudson yards,” the website Business 

Insider chirps, “is more than just a collection of luxury skyscrapers. It’s also 

a fortress that’s built to survive off-grid in the event of hurricanes, floods, or 

terrorist attacks.” The space is purportedly secure against terrorism; in part 

as a consequence, gaining access to the buildings or collective public spaces 

is not easy. A majority of the buildings are raised 40 feet above sea level, all 

mechanical systems are sealed by submarine doors, and the complex has 

autonomous microturbines that can heat and cool buildings if New York 

City’s electrical grid fails. Hudson Yards is also green and smart: the plants 

are fed by rainwater, rather than city water, and it includes a vast array of 

smart building technologies and monitoring systems sponsored by Side-

walk Labs and a series of other companies. Not surprisingly, these systems 

have raised concerns about this city-within-a-city’s governance and its use 

of data as a mode of deciding development, energy allocation, waste man-

agement, and other forms of resource management.6

As will be evident throughout this chapter, we share these concerns. 

Our primary goal here is to trace the genealogy of these new experimen-

tal territories created by smart infrastructures, whether these undergird 

entire cities (e.g., Songdo) or parts of cities (e.g., Oyster-tecture, New Aque-

ous City, Hudson Yards). We contend that what differentiates these con-

temporary smart infrastructures from earlier histories of urbanism is not 

the question of technology per se but rather the particular form of spatial 

and temporal containment and speculation engendered by the logic of 

experimentation, prototyping, versioning, and demo-ing. The develop-

ment of smart cities follows a logic of demo-ing—that is, of constant 
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2.1  The Vessel, Hudson Yards, New York City, 2021. Source: Photo by Orit Halpern.



78	C HAPTER 2

prototyping, testing, and updating—that never results in a finished 

product but instead installs infinitely replicable but always preliminary 

versions of these cities around the globe. In order to articulate this geneal-

ogy, we focus on four premises and their associated practices, each exem-

plified in the examples above:

1.	 Disaster and catastrophe, whether in the form of urban unrest or cli-

mate change, become the key backdrop and impetus for urban plan-

ning, which must now aim to provide infrastructural security against 

threats by means of constant innovation.

2.	 The source of this innovation is, in part, the inhabitants of the city, 

who are now understood as a population of “agents” (or consumers) 

rather than as a collective of citizens; the distributed activities of the 

urban population provide infrastructure with a capacity for learning 

and evolution in the face of always impending disaster, and in this 

sense the urban population is itself part of the infrastructure.

3.	 Infrastructure can capture and channel that population-based capac-

ity for learning by means of ubiquitous computing, though this itself 

requires the capture and management of the attention of individuals 

by aesthetic means.

4.	 Because threats are constant, there is no “ideal” shape of the city or 

need for any memory of the urban past; instead, there can only be an 

interminable series of experiments and demos that enable perpetual 

adaption and short-term security for the city (or just parts of the city, 

as New Aqueous City and Hudson Yards make clear).

As we note below, the demo-logic of smart infrastructure is based on a 

form of temporal management that through its practices and discourses 

evacuates any historical and contextual specificity of the catastrophe. 

Precisely because the threat can never be fully represented or specified, 

all threats are dealt with in the same manner. While every catastrophe 

is different, the demo-logic that informs the production of smart and 

resilient cities purportedly need make no distinctions among these disas-

ters.7 Nor, as geographer Ash Amin notes, are these developments and 

this demo-logic restricted to the Global North, for smart cities offer urban 

planners everywhere “a way of imagining global and urban turbulence as 

governable.”8 In Amin’s account, which focuses especially on the slum of 
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Annawadi in Mumbai, the fantasy of high-technology governed futurity 

is also one of political violence, as alternative forms of “intelligence” cre-

ated through indigenous networks and tacit knowledge, as well as local 

needs for clean water, sewage, and community, are rejected in favor of 

computation and fantasies of digitization. The irony, Amin notes, is that 

even though smartness often fails in the context of such urban spaces as 

Mumbai and Lagos, it is precisely this failure that drives an ongoing belief 

by policy-makers that they need more of both urbanization and technol-

ogy. Demo-logic eliminates, as a matter of principle, any function for 

memory (even “successful” past demos or experiments are not relevant 

for future threats) or for an aspirational or utopian future (all that one can 

say about the future is that it will bring unknown threats).

Our genealogy of this vision and practice of smart infrastructures has 

four sections. We begin by focusing on Nicholas Negroponte’s MIT Archi-

tecture Machine Group (Arch Mac), especially Negroponte’s vision in the 

early 1970s of architecture machines. We argue that this vision contained, 

avant la lettre, all the elements of smart cities, including an understand-

ing of infrastructure that is in part computational, a stress on ubiquitous 

computing as a means for soliciting the knowledge and desires of entire 

populations, and an emphasis on demo-ing. We focus on Negroponte in 

small part because he is (perhaps inaccurately) often understood as the 

origin of the concept of responsive environments. Much more important, 

though, Negroponte and Arch Mac allow us to underscore in the second 

through fourth sections the extent to which his vision, shared by other 

urban planners at the time, grafted together two approaches to urban 

planning: on the one hand, an urban planning tradition that believed 

that computing could reduce or eliminate social conflicts around class, 

race, and political divisions (second section) and, on the other hand, a 

longer cybernetics approach to neural nets that implied that distinctions 

between what was “inside” and “outside” the net were beside the point 

(third and fourth sections). Sponsored by defense research funding and 

corporate investment, Arch Mac was directly invested in producing tech-

nologies and urban design solutions to everything from postcolonial con-

flict to American race warfare to the transformation of corporate research 

and development. Not coincidentally, Negroponte’s famous imperative 

that summed up the high-technology start-up mentality of the 1980s and 
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1990s—“demo or die”—also best describes the smart mode of futurity and 

optimism that seeks to ward off impending disaster and that is refracted 

in our ongoing preparations and responses to disasters, whether these 

involve weather or pandemics. In an excursus, we document how Negro-

ponte’s premises have been integrated into more recent smart systems, 

including smart electrical grids. In the fifth section, we outline the merger 

of the classic urban-planning concept of the zone with the newer concept 

and practice of the demo, and we stress again that the link between the 

experimental zone and smartness is not restricted to the Global North but 

is also part of Global South urban planning. We close with some reflections 

on alternatives to this vision, stressing the importance of determining the 

relationship between the demo-logic of the smart city and the demos of 

democracy and the polis and thus how we might imagine growth in ways 

that account for history, time, and difference.

EVOLUTION, LEARNING, AND THE URBAN ENVIRONMENT

Our first reference point in the genealogy of smart infrastructure—Nicholas 

Negroponte’s Arch Mac—may be surprising. Although trained as an archi-

tect and despite his significant influence on the world of computing-

assisted architecture and media design, Negroponte is not often discussed 

in histories of urban planning. (He is completely absent, for example, 

from Stephen Graham and Simon Marvin’s Splintering Urbanism: Networked 

Infrastructures, Technological Mobilities and the Urban Condition.) Yet Negro-

ponte was among the first to outline the vision of smart infrastructures in 

texts such as The Architecture Machine (1970) and Soft Architecture Machines 

(1975). He was able to do so in large part because of his academic location 

at MIT, for his vision of what would come to be called smart infrastructure 

was a synthesis of existing MIT approaches to the study of urban processes 

(and problems), on the one hand, and computer learning on the other.9

According to architectural historian Molly Wright Steenson, Negro-

ponte’s The Architecture Machine became a bible for computer-aided design, 

precipitating the spread of computers within the field of architecture. She 

suggests that the text was also critical in encouraging an emergent do-it-

yourself (DIY) ethos in the design fields that began in the late 1960s and 
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early 1970s and which continues into the present—an ethic not of institu-

tionally validated expertise but of constant experimentation, “versioning,” 

and “hacking.”10 For our account, Negroponte’s text is especially important 

for the way in which it employed concepts of evolution and adaptation—

which, together, led to a notion of quasi-biological, computer-assisted 

evolutionary learning—as justification for the insertion of machine intel-

ligence into architecture and urban design. “I shall consider the physical 

environment as an evolving organism,” Negroponte asserted at the start of 

the book, and “I shall consider an evolution aided by a specific class of 

machines.”11 Assisting evolution by means of machines was to lead to what 

Negroponte called “an environmental humanism,” which meant that the 

“design process, considered as evolutionary, can be presented to a machine, 

also considered as evolutionary, and a mutual training, resilience, and 

growth can be developed.”12

Environmental humanism responded to what Negroponte saw as a 

failing of human-only design in a modern context—namely, the difficul-

ties humans encountered in dealing with “large-scale problems.” This dif-

ficulty resulted from the tendency of human designers to employ simple, 

one-size-fits-all solutions to complex problems combined with the fact 

that humans are not good pattern seekers; together, these limits made it 

difficult for humans to see systemic problems that resulted from changes 

over time or changing contexts. Computers, by contrast, could in prin-

ciple (if not necessarily in fact in 1970) “respond intelligently to the 

tiny, individual, constantly changing bits of information that reflect the 

identity of each urbanite as well as the coherence of the city.” Negro-

ponte outlined a vision in which every home contained a computer that 

gathered “localized information.”13

Negroponte suggested that in an urban environment in which every 

home contained a machine, each urbanite could be intimately involved 

with the design of their own physical environment by (in effect) conversing 

with that environment about their needs. Or, to consider this another way, 

each individual would implicitly be talking to the architect via a machine-

to-machine interchange.14 Negroponte stressed that the goal of this vision 

was not the production of uniformity but rather the enabling and social 

channeling of unusual and exceptional interests, abilities, and desires:
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What will remove these machines from a “Brave New World” is that they will 
be able to (and must) search for the exception (in desire and need), the one in 
a million. In other words, when the generalization matches the local desire, 
our omnipresent machines will not be excited. It is when the particular varies 
from the group preferences that our machine will react, not to thwart it but to 
service it.15

To emphasize the grandeur and infinite scope of Arch Mac’s ambitions in 

liberating humanity from history or stagnation, major concepts in The 

Architecture Machine were introduced through a wide range of examples, 

such as informal architectural planning in Latin America, European hill 

towns, and community developments in Boston. These positive exam-

ples were often opposed to images of centrally planned, gridded cities in 

former colonies and/or the Global South (figure 2.2).

Race relations within the United States played an important role in 

Negroponte’s explanation of and justification for computer-aided urban 

planning. Negroponte described an experiment with tenants in Boston’s 

underprivileged South End neighborhood, where battles over eminent 

domain and the resettlement of residents for commercial development 

and transport infrastructure were pervasive. (As we note in more detail in 

the next section, these political battles occurred within a context of rapid 

transformation of the urban economy and geography related to the rise 

of the finance, insurance, new real estate markets, and high-technology 

industries.) Negroponte and his associates recruited three African Ameri-

can men from the city’s public-housing projects and used a computer 

to ask each about concerns regarding urban planning and neighborhood 

improvement and, specifically, what each wished urban planners and 

designers would take into account (figure 2.3).16 Negroponte claimed that

the three residents had no qualms or suspicions about talking with a machine 
in English, about personal desires . . . ​instead, they immediately entered a dis-
course about slum land-lords, highways, schools, and the like. . . . [T]he three 
user-inhabitants said things to this machine they would probably not have said 
to another human, particularly a white planner or politician: to them the 
machine was not black, was not white, and surely had no prejudices.17

Negroponte contended that if opinion-soliciting computers were distrib-

uted in an environmental (i.e., ubiquitous) fashion, “the design task” 

could then focus on blending the preferences of the individual with those 

of the group. Machines would monitor the propensity for change of the 
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body politic. Large central processors could interpolate and extrapolate 

the local commonalities by overviewing a large population of “consumer 

machines.”18

In the BA thesis that he had completed in 1965 at MIT, Negroponte 

had been interested in the more standard question of population growth, 

though even in that early work he had seen differences among mem-

bers of the population as a resource to be harnessed.19 In The Architecture 

Machine, his earlier interest in the growth of the human population was 

2.2  Examples of the abstract concepts of force, Brasilia, and vernacular architecture 

from Italy and Spain. Source: Nicholas Negroponte, The Architecture Machine (Cam-

bridge, MA: MIT Press, 1970), 4.
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displaced by an interest in how a population of computers could mediate 

individual and collective desires. The corollary to this, though, was that 

the human population that inhabited the city was also subtly redefined. 

Within Negroponte’s vision, the urban population is not a community 

of citizens who engage with one another politically but a collective of 

“preference agents” whose desires are best mediated and facilitated by 

a population of computers. Traditional concepts of democracy require 

the concept of a space, whether real or virtual, within which citizens 

can achieve an overview of the various political claims being advanced 

and then make judgments about and decisions concerning the merits 

2.3  Public housing tenants demo-ing the Architecture Machine Group interactive urban 

development questionnaire from Nicholas Negroponte’s The Architecture Machine (Cam-

bridge, MA: MIT Press, 1970), 57.
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of those claims. Negroponte’s vision of ubiquitous computing dispenses 

with the need and even possibility of such a space, substituting instead a 

population of computers that can perpetually experiment with possible 

resolutions to social conflicts (and, if one possible solution fails, that can 

try another experiment). The Greek demos, in other words, becomes the 

engineering demo, or test bed.

SPLINTERING URBANISM AND ZONES

Negroponte’s situation at MIT in the 1960s and 1970s enabled this vision 

of environmental humanism and ubiquitous computing, and its corre-

sponding transformation of demos into demo, in at least two ways. In this 

section we consider the more general backdrop of challenges to urban 

planning in the twentieth century and the ways in which this affected 

Boston specifically. In the next section, we consider the lineages of com-

putation at MIT to which Negroponte’s approach was both implicitly and 

explicitly indebted.

Negroponte’s new vision of urban design was one response to what 

geographers Graham and Marvin have described as “splintering urban-

ism.” As Graham and Marvin note, late nineteenth- and early twentieth-

century urban planners presumed that social order could be ensured by 

using centrally developed urban plans and zoning ordinances to design 

urban infrastructures, such as road, sewage, and electrical systems. These 

planners assumed that treating infrastructures as public goods that reached 

all members of the urban and national populations equally would increase 

the strength and economic viability of the nation. By the 1950s and 1960s, 

though, this image of urban planning had come under increasing pres-

sure. Graham and Marvin note multiple reasons for this loss of faith in the 

modernist vision of planning, including the neglect and decay of city infra-

structures as well as the increasing privatization of infrastructure, which 

called into question whether the latter could truly be treated as a public 

good. They also stress the increasing realization that

modern urban planning . . . ​had neglected many voices, in its “mainstream” 
depiction of the modernist planner as an omniscient, benevolent (inevitably 
male) “hero,” taming the wild chaos of the disorderly metropolis. The views of 
women, minority ethnic groups, indigenous people, disabled people, gay men 
and women, older people and children were largely ignored. Modern urban 
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planning had often therefore ignored the essentially patriarchal, racist, disab-
list, socially divisive and colonialist assumptions woven into its master plans 
and utopian visions, being even less concerned when such assumptions were 
imprinted on to cities and city life. . . . ​Urban highway networks, for example, 
which purported to deliver “access for all” and add “coherence” to cities, were 
often found to destroy communities, undermine interactions in places, and 
worsen social and gender unevenness in access to transport.20

These concerns were brought to a larger public by, for example, the Kerner 

report (1967), commissioned by President Lyndon Johnson, which sought 

to understand the root causes of often violent civil disobedience (a.k.a. 

race riots) in the late 1960s, especially in Detroit and Newark.

These problems implicit in the modernist vision of centrally planned 

urban order were particularly evident in Boston. Between 1950, when Bos-

ton’s population peaked at 801,444, and 1970, when it dipped to 641,071, 

the city shed much of its manufacturing and replaced it with finance, insur-

ance, real estate, and high technology. At the same time, Boston’s suburbs 

saw marked growth as the population of 1.63 million increased to 2.26 mil-

lion, a growth encouraged by the construction of the Massachusetts Turn-

pike, Route 93, and I-495. This remarkably rapid transformation was fueled 

by changes in the legal regulation of securities and the construction of new 

office spaces in older neighborhoods in the city center, starting with the 

Prudential Center in 1965. In 1967 the New Urban League of Greater Bos-

ton, led by Mel King, began a series of protests against the eminent domain 

practices of the Boston Redevelopment Authority (BRA), which was clear-

ing mostly African American residents out of the South End in the inter-

est of relocating highways (Route 93), building overhead rail systems, and 

creating shopping centers. Initial protests started at a site called Tent City 

(today a public-private housing project adjacent to the Copley Mall, one 

of the most luxurious shopping centers in the United States, as assessed by 

cost of retail per square foot) and were successful in stalling the BRA’s plans. 

In 1970 Mel King began the Community Fellows Program in the Depart-

ment of Urban Studies and Planning at MIT and later started the South End 

Technology Center @ Tent City, a still-existing partnership between MIT 

and the Tent City Corporation providing low-cost access and training to 

computer-related technology.21

While both the Kerner report and Mel King advocated for systemic 

change in helping to dismantle social structures of racism, Negroponte’s 
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distrust of centralized planning led him to advocate for a different form 

of intervention—namely, hyper-individuated, technologically managed, 

responsive environments. He was, as a consequence, not interested in 

modernist urban-planning devices such as zoning systems. For early 

twentieth-century advocates of the new urban-planning device of zoning, 

the key innovation of this system was its division of one geographic unit, 

the city, into multiple districts, or zones—for example, residential versus 

business zones—each with its own rules. The purpose of creating this stri-

ated space was to enable the city to grow in a rational, rather than chaotic, 

manner. In Zoning (1922), for example, Edward M. Bassett contended that 

zoning “encourages growth while at the same time it prevents too rapid 

changes,”22 while Williams argued in Building Regulation by Districts: The 

Lesson of Berlin (1914) that the purpose of urban zoning was “in the case 

of a city built under the older [nonzoning] conditions to change its older 

parts and guide growth in its new parts so as to satisfy the new demand.”23 

This vision of urban growth assumed a view of territory (including the 

urban inhabitants of the territory) as a neutral space that could be produc-

tively structured by means of legal regulations.

Negroponte, by contrast, envisioned the city as an environment that 

evolved, rather than simply grew. As a consequence, preestablished inten-

tions imposed from above—whether “explicitly executed by a designer 

or implicitly by zoning laws”—could not, for Negroponte, mediate effec-

tively between “local actions” and “global intents.”24 Or, as he put it in 

Soft Architecture Machines, one cannot channel the productive forces of 

local inhabitants by means of “strict zoning, more severe building codes, 

one building system imposed by law.” Such measures

lack the subtlety of natural forces within which a richness is conceivable. The 
answer must lie in the so-called “infrastructure,” a mixture of conceptual and phys-
ical structures for which we all have a different definition of interpretation. . . . ​For 
my purposes here I would like to assume an infrastructure composed of a resil-
ient building and information technology and ask what role there might be for a 
machine intelligence acting as a personal interface (not translator) between this 
infrastructure and my ever changing needs.25

For Negroponte, the modernist division of cities into discrete zones, while 

perhaps a step in the right direction, still assumed a too static view of the 

future—that is, assumed that the near and medium-term future would 

be essentially like the present—and hence led to precisely those kinds of 
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racial conflicts around housing, use, and infrastructure that he subtly ref-

erenced through several of the demo projects discussed in The Architecture 

Machine. Negroponte’s vision of zoning, by contrast, was premised on 

fluidity and perpetual computer-mediated negotiation:

For example, my roof surface could serve as your terrace without inconvenience 
to me because it happens to be above services and functions that would be dis-
turbed by noise. Or, I might not mind your cantilevering over my entrance, as 
the reduction in light would be more than compensated by the additional shelter 
I happened to want. While these are simpleminded examples, they reflect a kind 
of exchange (even bargaining) that is not possible in present contexts. They 
assume two parties, but this could be extended to complex and circuitous trade
offs: if A → B, B → C, C → D, . . . , → n, n → A. We begin to see the opportunity 
for applying three-dimensional zoning standards and performance standards 
in context, a feat that I propose is manageable only with a large population of 
design amplifiers that could talk to each other and to host machines.26

It is difficult, based on Negroponte’s examples in this quote, to describe 

this as “zoning” at all since every zone is up for perpetual renegotiation, 

and there is no centralized zoning authority. It is instead a mode of per-

petual experimentation and change.

However exciting this approach might be from an urban planning 

point of view, it is hard to see how this method could address the legacies 

of colonial urban planning and racial conflict that Negroponte referenced 

in The Architecture Machine. Even if it were the case, as Negroponte asserted, 

that for African Americans the computer was “not black, was not white, 

and surely had no prejudices,” it is not clear how those structural problems 

of inequitable access to housing, employment, and infrastructure to which 

the Kerner report had pointed could be addressed through the hyper-

individualized computer-mediated zoning negotiations that Negroponte 

described. Instead, Negroponte’s approach foreshadows a mode of market-

based social relations that seem incapable of, and in principle opposed 

to, both democratic contestation and the use of planning to address deep 

structural issues such as racism.

COMPUTATION AND URBAN DYNAMICS

If problems with the modernist vision of central urban plans, zoning, 

and infrastructure as a public good provided one enabling context for 
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Negroponte’s vision of ubiquitous computing, another was provided by 

the history of computation—especially computation applied to political 

and urban issues—at MIT. As historian Jennifer Light has noted, the dis-

course in the 1960s and 1970s of a “crisis” of US cities had been height-

ened by an influx of defense intellectuals leaving the analysis of nuclear 

strategy to apply their operations research and cybernetic methods to the 

burgeoning and increasingly profitable sector of urban security and devel-

opment.27 Negroponte’s Arch Mac expanded on this condition. Planners at 

MIT generally did not address the perceived crisis of urban environments 

with a turn to, for example, conventional sociology. Rather, they made 

use of the tools of environmental psychology, communication theories, 

cognitive science, and computer science. For example, Kevin Lynch, who 

developed environmental psychology, and computer engineer Jay For-

rester, who applied computer programming methods and simulations to 

environmental problems and to urban design issues, had been applying 

cybernetic approaches to human habitation at MIT since the 1950s.28

The question of how computing might “guide” democracy was also 

central to several MIT-based projects, including Simulmatics and Project 

Cambridge. Simulmatics was a political consultancy firm established in 

the late 1950s that used computerized poll data to provide political cam-

paign advice. Founded by behavioralist-leaning professors of political sci-

ence, including MIT’s Ithiel de Sola Pool, Simulmatics was one of the first 

polling projects to include information from African American voters, and 

it provided its services to several campaigns in the 1960s. Simulmatics also 

received $250,000 to track media coverage of urban US riots so that this 

information could be included in the Kerner report.29 Although Simulmat-

ics was not financially successful and eventually folded, its basic approach 

was taken up within Project Cambridge, an MIT-based successor to Simul-

matics. As Fenwick McKelvey notes, Project Cambridge proposed to inte-

grate computational social science into decision-making in order to create 

“a powerful methodology for the behavioural sciences.” When integrated 

into public policy, these tools were to aid “in the understanding of human 

interactions and in the prediction of the performance of social systems.”30 

Director Douwe Yntema noted that Project Cambridge aspired to some-

thing like the self-learning, self-governing computer systems earlier envi-

sioned by Oliver Selfridge, which we discuss further below.
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If Project Cambridge’s aspirations to manage social conflict by means 

of computation provided a more distant context for the work of Arch 

Mac, the urban-modeling systems of MIT computer engineer Jay For-

rester were more directly relevant, for Forrester introduced new ideas of 

technical obsolescence into urban-planning practices. In Urban Dynamics 

(1969), a study that introduced models of computation to urban simula-

tion (and that emerged out of Forrester’s interactions with Boston mayor 

John F. Collins), Forrester concluded that cities must be treated as sys-

tems of industries, housing, and people. And hence for cities, as for all 

technical systems, “processes of aging cause stagnation.”31 From this per-

spective, the social sciences and the study of society as the foundation 

for urban planning were not helpful, and Forrester began with the claim 

that the entire social science research project had no grounding in the 

literature of urban studies or planning. Forrester instead advocated for 

the direct application of approaches from business and computer science 

previously used to model the growth of corporations.32

Forrester’s research was conducted under the rubric of the Urban Sys-

tems Group, a Ford Foundation-funded initiative to apply management 

and computing to urban problems. The Urban Systems Group emerged 

at MIT in the late 1960s and was critical in linking the schools of urban 

planning and engineering at MIT, as well as in forming cross-disciplinary 

projects at the University of Michigan, Harvard University, and elsewhere. 

Urban Dynamics details efforts to use time-shared computers to run generic 

models of common urban revitalization programs and of urban growth, 

testing how different policies produce different outcomes. Forrester sorted 

urban processes into categories: inputs (which today might be labeled 

stakeholders); valves, which were actions that would have an impact on 

demographic and economic activities, such as increasing education and 

investing in housing; and outputs, or desired results (see figure 2.4).

The Urban Systems Group spent enormous energy and capital to build 

computer simulations with different arrangements of inputs and valves 

and measured the resulting urban productivity of each simulation by 

means of economic output and demographic indicators such as class, 

profession, and birth rate.33 It is important to note that these were sui 

generis models grounded in policy and planning at MIT, not in studies of 

existing cities. What distinguished the MIT approach to urban design and 
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planning through computing was its focus on process rather than on end 

points, as well as the reformulation of urban problems through the direct 

application of organizational management represented through the flow-

charts and feedback loops of programming.

Forrester’s discourse of obsolescence and management marks a critical 

turn in reimagining urban territories and the practices of urban planning 

and design. As historian Daniel Abramson notes, discourses of obsoles-

cence are historically specific and differ from modern discussions of urban-

ism as a rapid, industrial, and often dehumanizing process. Cities in the 

1950s and afterward were increasingly imagined as obsolete technical sys-

tems, a conception that demanded new approaches emerging from orga-

nizational management and computer-aided manufacturing.34 Forrester 

thus anticipated a logic of refreshable newness—later invoked in Negro-

ponte’s “demo or die” motto—that envisioned aging and nongrowth (or 

stagnation) as the central cause of urban problems, race conflict, and envi-

ronmental issues. The implication is that cities, like corporations, must 

engage in constant reinvention or else they will age and die.

Conceiving cities as corporate-computational systems distanced the 

imaginary of planning from ideal or utopian forms and reframed urban-

ization as an ongoing process of calibrating cities for constant change. 

Nineteenth- and early twentieth-century modern designers and urban 

planners, such as Ebenezer Howard, Le Corbusier, and Bauhaus designers, 

produced utopic and replicable forms of the city. Their utopian aspira-

tions were (or were intended to be) embodied in distinctive urban shapes: 

the linear, body-like design of Le Corbusier’s Radiant City (la Ville radieuse) 

or the linked set of concentric circles of Ebenezer Howard’s “garden cit-

ies” (see figures 2.5 and 2.6).

While the early twentieth-century zoning movement was not always 

based on a specific shape, it too presumed an urban space in which the 

distinctions between zones would be clear and constant for at least a few 

decades before shifting to another zoning arrangement. Both Forrester’s 

and Negroponte’s approach, by contrast, rejected the principle of a stable 

shape for the city and, along with it, any clear notion of ideal form or uto-

pian aspiration. They instead linked urban planning to pragmatic methods 

derived from histories of communication and computer science—namely, 

the flowchart and the demo.35 Historian Shannon Mattern has argued that 
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2.4  Jay Forrester’s image of an urban system. Source: Jay W. Forrester, Urban Dynam-
ics (Cambridge, MA: MIT Press, 1969).
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2.5  Ebenezer Howard, To-morrow: A Peaceful Path to Real Reform (London: Swan 

Sonnenschein, 1898). Source: Wikimedia Commons.

2.6  Le Corbusier, The City of Tomorrow and Its Planning, 8th ed. (New York: Dover, 

2000). First published in 1929.
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this type of design thinking is replicated in a conception of smartness in 

which the “chief preoccupations of the smart city is reflecting its own data 

consumption and hyper-efficient activity back to itself.”36

ETHICAL ROBOTS, MIT ARTIFICIAL INTELLIGENCE,  

AND CYBERNETIC COGNITION

If Simulmatics, Project Cambridge, and Forrester’s urban dynamics approach 

provided Negroponte with the most proximate references for integrating 

computation and urban design, a much longer lineage of artificial intel-

ligence research at MIT provided him with many of his underlying assump-

tions. In his introduction to The Architecture Machine, Negroponte contended 

that computer-aided design demands a new form of intelligence, one no 

longer beholden to the human. He wrote that “computer-aided design can-

not occur without machine intelligence, in fact it would be dangerous with-

out it . . . [and that intelligence] must have a sophisticated set of sensors, 

effectors, and processors to view the real world directly and indirectly. Intel-

ligence is a behavior.”37 Machine intelligence is behavioral, sensory, and 

decentralized; it is a smartness that is out in the world.

In his definition of architecture machines, Negroponte drew explicitly 

on cybernetician Warren McCulloch’s concept of ethical robots. In McCull-

och’s rather idiosyncratic use of the term, “ethics” had nothing to do with 

morality, questions of right and wrong, or good and evil. Rather, ethics 

meant for McCulloch the ability to anticipate the future by learning from 

the past (though in a peculiar way that made it impossible and irrelevant to 

know the past consciously) and in this way to evolve and adapt to chang-

ing conditions. For McCulloch, ethics was equivalent to machine learning. 

In developing this concept of ethical robots, McCulloch was channeling 

a long, complicated cybernetics tradition of thinking about temporality, 

storage, and performativity, and this tradition undergirds the concept of 

the demo as an experimental practice and as an epistemology.

Cybernetics first emerged within the context of antiaircraft defense and 

radar research in World War II.38 The MIT mathematician Norbert Wiener, 

working with neurophysiologists and doctors and influenced by Vanne-

var Bush’s work on early computational machines, argued that human 

behavior could be mathematically modeled and predicted, particularly 
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under stress, thereby articulating a new belief that both machines and 

humans speak the same language of mathematics.39 In 1943, inspired by 

a precybernetic paper by Wiener and his colleagues and influenced by the 

idea that machines and minds might be considered together through the 

language of logic and mathematics, McCulloch and the logician Walter 

Pitts, working at the University of Illinois at Urbana-Champaign, decided 

to take the conception of the machine-like nature of human beings quite 

literally.40 The resulting article, “A Logical Calculus of Ideas Immanent 

in Nervous Activity,” published in the Bulletin of Mathematical Biophysics, 

has become one of the most commonly referenced pieces in cognitive 

science, philosophy, and computer science.41

The model of the neural net developed by McCulloch and Pitts has 

two characteristics fundamental to our contemporary idea of smartness. 

The first claim is that every neuron has a semiotic character—that is, may 

be mathematically rendered as a proposition. To support this claim, Pitts 

and McCulloch imagined each neuron as operating on an all-or-nothing 

principle when firing electrical impulses over synaptic separations. Pitts 

and McCulloch interpreted the fact that neurons possess action poten-

tials and delays as equivalent to the ability to make a discrete decision. A 

firing, or lack thereof, affirms or denies a fact. This discrete decision (true 

or false; activated or not) makes neurons equivalent to logical proposi-

tions (yes/no or true/false decisions) and Turing machines.42 The actions 

of neurons can be thought of as signs (true/false), and nets of neurons can 

be thought of as semiotic situations, or communication structures.

The second important element of the neural net model is its adop-

tion of a strictly probabilistic and predictive temporality. Neural nets are 

determinate in terms of the future (they are predictive) but indeterminate 

in terms of the past. In the model, given a net in a particular time state 

(T), one can predict the future action of the net (T + 1) but not which 

past path led to the current state. McCulloch offered as an example the 

model of a circular-memory neuron activating itself with its own electri-

cal impulses. At every moment, what results as a conscious experience 

of memory is not the recollection of the activation of the neuron but 

merely an awareness that it was activated, at an unknown time. The fir-

ing of a signal, or the suppression of firing, can only be known as dec-

larations of true or false—true that an impulse occurred, or false that no 
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firing occurred—not as an interpretative statement about the context or 

meaning that might have motivated the firing (or lack thereof). Within 

neural nets, at any particular moment one cannot know which neuron 

sent the message, when the message was sent, or whether the message was 

the result of a new stimulus or merely a misfire. In this model the net 

cannot determine with any certitude whether a stimulus comes from 

within or from outside the circuit and whether it is a fresh input or sim-

ply a recycled “memory.” Put differently, from within a net (or network) 

the boundary between perception and cognition, the separation between 

interiority and exteriority, and, more generally, the organization of causal 

time cannot be differentiated.

These cybernetic notions of “processing” and amnesic yet preemptive 

“thought” found fruition in the context of machine learning, character rec-

ognition, and research on computer vision. As we mentioned in chapter 1, 

in 1958 the psychologist and artificial intelligence pioneer Frank Rosen-

blatt, working at the Cornell Aeronautical Laboratory, published “The Per-

ceptron: A Probabilistic Model for Information Storage and Organization 

in the Brain.” Grounded in the McCulloch-Pitts theory of the neural net, 

the article argues that information processing does not take place exclu-

sively in a centralized location like the brain. Rosenblatt hypothesized that 

“the images of stimuli may never really be recorded at all, and the central 

nervous system simply acts as an intricate switching network, where reten-

tion takes the form of new connections, or pathways.”43 There is thus no 

way to know if an input is new or simply recycled and no way to sepa-

rate the “interior” from the “exterior” of the organism. Rosenblatt argued 

that rather than being concerned with the “truth” of interpreting stimuli 

or with older ideas of consciousness and representation in the sensory-

perception-cognition system, computer scientists should focus on the route 

that the signal takes. It is the structure of the communication channel or the 

electrical or nervous circuit that creates particular responses and actions.

Assuming a nondeterministic temporality and a data-rich environment, 

storage in this model is not indexical, and not every stimulus is stored. 

What are stored are “connections or associations” and a “preference of a 

particular response.”44 The perceptron operates, in Rosenblatt’s formula-

tion, much like the mathematical theory of communication—that is, as a 

“probability theory rather than a symbolic logic.”45 The theory does not 
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lay out a linear and Boolean representation of the process with singular 

and well-defined outcomes but sets up a network with certain potentials 

for future behavior of the machine. This model was intended to be a way 

to ask how intelligent computer systems might store sensory information 

in a manner that allows that information to affect future behavior—that 

is, to develop systems that could learn and respond to their environment 

without having implanted images of that world already within memory.

The perceptron model inspired several models of machine learning that 

did not rely on symbolic representation or past knowledge of a situation. 

In 1958, MIT computer engineer Oliver Selfridge, in communication with 

McCulloch and Rosenblatt, presented Pandemonium, a computer archi-

tecture for pattern recognition, at a conference on the mechanization of 

thought processes held at the National Physical Laboratory in London, 

which included many of the top figures in the nascent fields of neuro-

science, computer science, and cognitive science.46 The Pandemonium 

model of decentralized intelligence without symbolic processing would 

come to influence Arch Mac’s conception of interactivity. Negroponte 

admitted that much of the work at Arch Mac was indebted to Selfridge, 

who later went on to consult for the National Security Administration on 

pattern-recognition software and methods.47

The Pandemonium architecture was—and still is—the bedrock of many 

machine-vision and pattern-recognition programs. It is based on the prin-

ciple that instead of describing the gestalt or essence of a form and giving 

the system in advance an explicit definition of an object to be identi-

fied, the system could, through smaller incremental decisions, eventu-

ally find a pattern match. It is, to use a colloquial framing, a bottom-up 

instead of a top-down approach to software architecture. The system is 

composed of demons, programs that run quasi-autonomously in a decen-

tralized manner as background processes, rather than falling under the 

direct control of the user. Each demon, composed of a neural-net cluster, 

or a series of logic gates, has a tightly constrained task, and there are par-

allel demons at different layers of the operation. For example, the first 

task is to recognize a very basic input—a line or corner. Demons sense 

the environment to find this input. They shriek when they find lines of 

particular shapes. The demon’s shriek is equivalent to a neural fire-or-do-

not-fire response (i.e., a yes/no or true/false statement). For instance, one 
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demon deals with horizontal strokes and emits a shriek whose intensity is 

proportionate to how closely the data fits its search and decision-making 

criteria: more loudly for the letters A or T, which contain straight lines, 

and more quietly for O or S. At the next level up, a cognitive demon lis-

tens to the shrieks of the demon population below it and assigns a value 

based on the relative intensities of the shrieks—that is, how many nets 

were fired. Other demons simultaneously perform different tasks at this 

level, subjecting the letter to grids of various kinds, and the data they 

gather is continuously funneled up the demon hierarchy until, finally, a 

judgment is made by the decision-making demon in response to the part 

of the network that shrieked loudest. For example, if the part of the net-

work seeking curved shapes sends out the most signals and another part 

seeking straight lines shrieks less, then the next level of decision-making 

demons weights the signal sent toward an S or an O rather than an A or 

a Z. Cumulatively, more signals coming from a certain region of the net-

work linked to particular shapes indicate closer similarity to the letter in 

question. Within such an architecture, reading can occur without central-

ized thinking, and intuitive actions arise as computers make decisions in 

ways that appear human.

The Pandemonium model for character recognition marks a historical 

shift in both the forms of reason and logic being applied to, and enacted by, 

computational and engineering problems. As Selfridge argues, “Pandemo-

nium is a model which we hope can learn to recognize patterns which have 

not been specified.” He notes that “the basic motif behind our model is the 

notion of parallel processing,” which he asserts is both seemingly “natu-

ral” and “easier to modify” than other linear or representation-grounded 

pattern-matching approaches. What is critical in these statements, made 

at the start of the era of machine learning, is a move toward inductive 

reasoning, or what McCulloch would label an epistemological experiment, 

rather than defining or representing problems beforehand. The principle is 

to allow machines to learn without the programmer having to stipulate an 

end point or fully represent a problem—that is, to allow machines to deal 

with what today we might label “fuzzy” or “wicked” problems. This is both 

a pragmatic engineering approach and a new epistemology for defining 

intelligence and learning in machines and perhaps other organisms as well. 

This somewhat jarring use of the term “organism” to refer to machines was 
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a deliberate strategy on Selfridge’s part. He insisted that “we are not going 

to apologize for a frequent use of anthropomorphic or biomorphic termi-

nology. They seem to be useful words to describe our notions.”48 In a dou-

ble displacement of both nature and ontology, Selfridge smoothed away 

the question of whether we are dealing with machine or human or animal 

intelligence by implying that working inductively without a predefined 

pattern will also bring us closer to the natural processes of cognition that 

occur in living beings. Computers and animals are both understood as 

information-processing machines. The Pandemonium model is, as media 

theorist and architect Branden Hookway argues, “predatory,” in the sense 

that with it, a computer scientist can “colonize” any process by reconceiv-

ing it as a networked process.49

Both the neural net and Pandemonium models of sense perception and 

character recognition suggest a new cognitive-sensory paradigm grounded 

in making process a thing in the world, a material and technical entity 

amenable to algorithmic manipulation and production. Sense perception 

and cognition are compressed into a single channel and envisioned as 

both material and scalable; what applies to individual organisms can 

also scale to aggregates of organisms and to environments. These models 

posit a decentralized and networked understanding of mind and analyt-

ics. Scalability is grounded in the fundamental confusion of boundaries 

and the preemptive logic that is literally wired into nervous networks.

In Negroponte’s epistemology, the observer is reconfigured as an agent, 

and the environment is rendered computationally active through an idea 

of intelligence as agent based, amnesic, preemptive, and environmental, 

lacking clear distinctions between interior and exterior. Negroponte argued 

that the goal of computing is “making the built environment responsive 

to me and to you, individually, a right I consider as important as the right 

to a good education.” Replacing the mandate for public education, long a 

staple of democracy, with individualized and “meaningful” environmen-

tal responsiveness, Arch Mac embraced both a new idea of a networked 

observer and the self-organizing, responsive territory as the central concern 

of design. Cyberneticians and architects thus imagined a world of neural 

processing that we would now label a smart or cognizing planet where our 

very nerves could be directly linked to networks. They also reimagined the 

definition of the urban denizen: an agent, or node, and not a citizen. Smart 
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environments have no consciousness of history and are self-organizing, 

grounded on decisions made through networked intelligences, rather than 

based on the image of an individual making reasonable choices.

IMMERSION AND THE ASPEN MOVIE MAP

In 1975 Negroponte published Soft Architecture Machines. In this new “soft” 

world, the computer disappears from sight and the user is immersed within 

the environment. Negroponte spoke of “omnipresent machines” that will 

make environments full of “responsiveness.”50 Computing, which began as 

a conversation and then became an experiment, had now become an envi-

ronment, while the question of intelligence was now measured through 

the metrics of usability and engagement.

This new approach was exemplified in a structure completed in 1977, 

the “media room.” This room had quadraphonic sound, seamless floor-to-

ceiling displays, and probably several million dollars’ worth of hardware.51 

It was an immersive environment, fully networking human sense and 

computation; it also suggested an end to architecture in the older sense of 

the term and its subsumption into media. The new lab was meant to be 

a machine for assimilating differences among people, among media, and 

among economies. One of the media room’s first projects, and one of the 

first three-dimensional digitally mediated responsive environments ever 

built, was the Aspen Movie Map (see figure 2.7).

The map was both a way to navigate space and the outcome of a new 

epistemology that correlated emerging notions of computation and cogni-

tive science with design. The Aspen Movie Map was commissioned from 

MIT by the Cybernetics Division of the Defense Advanced Research Proj-

ects Agency (DARPA), part of the US military. Inspired by stories of the 

Israeli Army’s use of a mock built environment in training for the mis-

sion to rescue Israeli hostages in Entebbe, Uganda, in 1976, DARPA sought 

to build an entirely simulated training space. The function of the Aspen 

Movie Map from a military perspective was to implant geographic knowl-

edge and cognitive maps into soldiers before they arrived at the real site in 

combat. But for members of Arch Mac, including project director Andrew 

Lippman, the main purpose of the project was not related to human mem-

ory, training, or specific geographic knowledge. Rather, it was to develop 
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more interactive environments for engaging with computers and to test 

the emerging technologies of videodiscs and high-resolution storage and 

replay systems.52 The map was built through the careful survey of a space 

using gyro-stabilized cameras that took an image at every foot as they 

covered the streets of Aspen, a high-end ski resort town in Colorado. The 

system employed a computer, laser discs, and a joystick or touch screen. 

The map could be navigated at the user’s speed and choice of route. Today 

this model is often touted as the predecessor of first-person-shooter video 

games, military simulation for both battlefield training and posttraumatic 

stress disorder treatment, and Google Earth.53

In this project there are no computers to be seen. Moreover, it was 

not envisioned as a model; rather, it is Aspen. According to Michael Nai-

mark, an artist who worked on the project, “Aspen [is a] verb. . . . ​Aspen is 

known for two processes, or ‘verbs’ relating to heritage and virtuality. One 

2.7  Screenshot of the Aspen Interactive Movie Map’s configuration (1978). Source: 
“The Interactive Movie Map: A Surrogate Traveling System,” MIT Media Lab, YouTube, 

January 1981, https://www​.youtube​.com​/watch​?v=Hf6LkqgXPMU​.

https://www.youtube.com/watch?v=Hf6LkqgXPMU
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is to ‘moviemap’ . . . ​the other is to ‘Aspenize,’ the process by which a frag-

ile cultural system is disrupted by tourism and growth.”54 Naimark’s point 

implies that the movie map is not a representation; it is an operation, 

a way to live, a way to be in the world. It is also a self-directed, trauma-

inducing event; it “Aspenizes” or disrupts ecologies. Whether disruptive or 

emergent, the project was imagined by its architects, designers, and engi-

neers not as a room, or simply an interface, but as a cultural system and 

an ecology.

As one watches the film of the original demo, questions of race, urban-

ization, war, and society fade away within the calm embrace of inter-

action. What had started as game theories around military concerns 

and then the simulations of artificial intelligence had now become about 

total life. The video that the MIT team produced to record the project 

shows an individual slowly navigating the space of Aspen. Surveying the 

tranquil, affluent neighborhoods, the interface bears no resemblance to 

the military purpose for which it was built. The developers took care 

to ensure that footage of Aspen would be recorded at the same times 

each day in order to maintain a kind of timeless, sunny consistency in 

the environment.55 The film was shot both forward and backward so the 

user could navigate in reverse, place new objects into the space and move 

them, and stop at sites to learn about their histories. The intent, accord-

ing to Negroponte, was to have so much recorded that the experience was 

“seamless.”56

The design of the movie map’s interface implicitly uses a double strat-

egy of deferral and méconnaisance to prompt the user to interact with the 

system. The interface seemingly resembles the familiar world, using the 

conventions of documentary cinema and first-person perspective, while 

the mapping system at the top of the screen resembles the usual abstract 

maps for navigation. As architectural historian Felicity Scott notes, the 

system was built to include animations and additional data in order to 

obscure any cuts or lags in the flow of images and to produce experiences 

that repress and render invisible any editorial or cinematic cuts into the 

space, thus inducing a standardized temporal movement.57 But while his-

tory, understood as homogeneous time, is available by clicking on objects 

and extracting data, historicity as a discontinuous or heterogeneous flow 

of time and data (Walter Benjamin’s “shocks” that emerge within history) 
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is banished as an experience in the interest of producing an ideal of 

movement without interruption through the environment. (The actual 

system, however, often suffered lags and stoppages as a result of limita-

tions in memory and communication between devices.) This is a tempo-

rality emanating only as a matter of user choice and self-reference, not as 

a feature of engaging with the environment or with others, whether these 

latter are human, machine, or animal.

What makes this interface seductive is that the coordinates of real and 

virtual cease to exist; this floating map is not stable in time and space but 

is generated from within the system. Users are prompted to engage with 

seemingly familiar things, such as houses, cars, and streets, which typify 

urban and suburban spaces, even as the user’s visual plane is deflected 

from observing a space that represents a specific locale. Users interact with 

the interface, modulating their body and their responses to the timing and 

sounds of the networked space. One is simultaneously in the local and in 

the global: the user is experientially in a particular place while at the same 

time is able to see on an abstract map the relationship of that space to a 

broader territory. As the map slowly unfolds and the video immerses the 

user in media with historical distance, the self-organizing system is net-

worked into an attentive system. The individual here is given a sense of 

control over the space while simultaneously being subsumed within the 

network. The structural politics of militarism, race, war, and security are 

rechanneled into interactivity in a logic that integrates users as part of a 

circuit in keeping with cybernetic ideals of agent-based machine learning 

and sensing.

The Aspen Movie Map’s particular relationship to both temporality 

and territory foreshadows the “demo or die” adage. Negroponte clearly 

distinguished between the idea and practices of simulation and these 

new responsive architectures by calling the Aspen Movie Map a demo, as 

opposed to and distinct from a simulation.58 The demo is not a simulation 

since it has no reality, not even a fictionalized reality, or future to which it 

corresponds. Rather, the demo is a technical practice analogous to a test 

bed in engineering or to a prototype. It is neither a representation of the 

real world nor a finalized reality in itself. The demonstration of the tech-

nology hangs in an anticipatory, preemptive time of anticipation for the 

next technical development. The demo is a particular technology for 
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Excursus 2.1

Smart Electrical Grids

We have focused on Negroponte and MIT in small part because of the influence 

of both on our contemporary world of smartness and in larger part because 

Negroponte and the MIT computing tradition brought into focus so many ele-

ments that would go on to engender the smartness mandate. As Larry Bus-

bea notes, Negroponte was not alone in applying the concept of responsive 

environments to architecture and urban design, and similar approaches were 

developed in architecture departments in the 1970s at the University of Califor-

nia, Berkeley, the University of Texas at Austin, Pennsylvania State University, 

the University of Utah, Cambridge University, the Hochschule für Gestaltung 

in Ulm, Germany, and the Institut de l’Environnement in Paris.59 However, 

Negroponte’s approach helps us to understand how and why this shared under-

standing of responsive environment could be transformed, over the next three 

decades, into the smartness mandate. More specifically, Negroponte’s emphasis 

on ubiquitous computing, a dialogue between planners (e.g., architects) and 

machine intelligence, and his positioning of urban inhabitants as individual 

“consumers” underscores the potential for what we will call recursive infolding—

that is, a blurring of the distinction between figure and ground—of both infra-

structure and the concept of experimentation in the smart world.

As we noted above, Negroponte’s approach led him to understand infra-

structure in general terms as “a mixture of conceptual and physical structures” 

and, in its ideal form, as “composed of a resilient building and information 

technology.” These mixtures would in turn enable “a machine intelligence” 

to “ac[t] as a personal interface (not translator) between this infrastructure 

and my ever changing needs.”60 While many architects and theorists would 

agree with Negroponte’s general description of infrastructure as “a mix

ture of conceptual and physical structures,” his specification of that abstract 

negotiating uncertain futures and for producing realities and potentials 

for action; it emerges from a history of machine learning and neural nets 

that are always in a preemptive but amnesic state. The construction of 

demonstrations was part of a process whereby the environment and the 

user would be adjusted to one another, and eventually, the discrete demo 

itself would be dispensed with. The culminating success of this approach 

was the movie map: a system that could integrate hearing, sight, and 

touch to create an immersive environment that is also a place and that 

could train users to live in this new technically generated world.
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Excursus 2.1 (continued)

definition—infrastructure as “composed of a resilient building and information 

technology”—makes it difficult to distinguish an infrastructure from its users.61 

Infrastructure has traditionally been understood as stable and continually acces-

sible built systems that frame the activities of a population (and which are, from 

the perspective of their users, figuratively invisible when they function well). 

Street networks, for example, channel members of a population among the 

various parts of the city, while electrical infrastructures bring power to most 

members of the population. Yet in Negroponte’s vision, a human population 

not only uses infrastructure but serves itself as an infrastructure for a mode of 

intelligence—namely, machine intelligence.

For Negroponte, machine intelligence required computing to move into 

the environment (with “environment” understood as that which encom-

passes any specific infrastructure). When computers were spread throughout 

the environment, the activities of humans in one kind of traditional infra-

structure, such as systems of dwelling, could become an infrastructure for 

machine intelligence. As members of a human population employed vari-

ous traditional infrastructures, their activities could be encoded into coherent, 

continually accessible data streams that could in turn be analyzed by machine 

intelligence (or what we would now call learning algorithms, which turn the 

activities of human populations into training and real-time population data 

sets). For Negroponte, the point of using traditional infrastructures as an 

infrastructure for machine intelligence was to enable the latter to illumi-

nate ways in which traditional infrastructures could then be altered. This 

recursive infolding of human and machine infrastructures would enable a 

never-ending process of adaptation and learning.

Yet Negroponte’s understanding of human individuals as consumers also 

opened up the possibility that “the market” would emerge as the purportedly 

necessary precondition for infrastructural recursive infolding and its telos of 

adaptation and learning. To treat users of infrastructures as consumers points, 

albeit implicitly, to the function of commodity prices as a convenient way to 

deal mathematically with differences among members of a population. In the 

context of neoliberal interest in the 1970s and 1980s in financial specula-

tion as a method of adaptation and quasi-learning (see chapter 3), Negropon-

te’s emphasis on consumers implied that economic markets could mediate 

between machine intelligence and the activities of a population within a spe-

cific infrastructure.

This possibility became a reality in the case of the smart electrical grid 

infrastructures that first emerged in the 1980s and 1990s. As Rebecca Slayton 

notes, the term “SMART Grid” was introduced in the United States in 1997 

in the context of discussions of “ways of managing the reliability challenges” 
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of recent changes to the national electricity markets. The terminology of 

the SMART Grid encapsulated in a single phrase the changes in electric utility 

computing and software, the changes in utility market strategies, and the 

aspirations for environmental and national security resilience that had taken 

place in the preceding two decades.62

While computing had been a key element of electrical grids since the 

1950s, environmental concerns and worries about energy reliability in the 

1970s encouraged a shift in the kind of computers used to manage regional 

energy supplies. In the 1950s, electric utilities employed large-scale central-

ized supervisory control and data acquisition computer systems, with the goal 

of using computing to minimize power loss on electrical grids. As Slayton 

notes, the increasing reliance of electric utilities on computing had the per-

haps unintended effect of encouraging “economic efficiency but not necessar-

ily physical efficiency.”63 Computers allowed utilities to expand the number of 

users, lower costs, and increase profit but only by increasing the total amount 

of power generated and used. In the late 1970s, both the pressure of environ-

mental concerns—including reports such as The Limits to Growth, which we 

discuss in chapters 1 and 3—as well as concerns, in the wake of the OPEC 

oil embargo, about “energy security” forced utilities to reconsider how best 

to link computing to power generation.64 US federal regulators encouraged 

smaller and more decentralized power-generation units, and utilities increas-

ingly came to depend upon smaller microprocessor computing. This kind of 

computing configuration enabled demand-side management approaches as util-

ities began to employ what would become called smart meters, “i.e., devices 

that could measure electricity usage on an hourly basis . . . ​and time-of-use 

pricing plans to encourage users to shift power consumption from times of 

high demand to times of low demand.”65

Power utilities favored this new integration of computing and power gen-

eration primarily because of its economic benefits, rather than for the ways in 

which it could enable the integration of new independent power generators.66 

For “researchers, policymakers, and utilities executives,” the primary virtue of 

the microprocessor was that it “enable[d] a more competitive market structure, 

reducing or eliminating the need for regulators to establish market prices.”67 

This more competitive market for energy was presented as a safeguard for “the 

environment,” in the indirect sense that a more competitive market would 

purportedly reduce energy waste. Kurt Yeager, director of the Generation and 

Storage Division of the Electric Power Research Institute, claimed in 1990, for 

example, that “through the use of innovative microprocessor technologies, 

improved resource refining and increased electrification of the economy, elec-

tric utilities can gain both social and business advantages and at the same time 

protect the environment.”68 Negroponte had implied that learning and adap-

tation would result from a direct feedback loop between human populations 
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and machine intelligence. However, in the case of electrical grids, markets 

were positioned as the key mediating infrastructure necessary for learning and 

adaptation (including adaptation to the natural environment).

This market-based approach encouraged energy utilities to engage in 

increasingly complex financial relations among themselves, such as the cre-

ation of “spot” national wholesale markets for power. This in turn facilitated 

greater interdependency among utilities across geographic regions, which 

increased the likelihood of system failures. In order to address this potential 

for widespread electrical system failures, utility engineers in the 1990s named 

and began envisioning smart electrical grids. The smart grid was premised on 

the following worries: “As open transmission access is becoming a reality, a 

major concern of electric power utilities is to maintain the reliability of the 

grid. Increased power transfers raise concerns about steady-state overloads, 

increased risks of voltage collapses, and potential stability problems. Strength-

ening the protection and control strategies is what utilities must do to pre-

vent a local problem from spreading to other parts of the grid.”69 This article’s 

authors contended that these problems could be solved in part by means of 

“smart devices” and “smart algorithms,” which enabled “local decisions based 

on local measurements and possibly selected remote information” via smart 

algorithms “that can predict collapse from local information.”70

It remains an open question whether smart electrical grids can actually 

produce more environmentally sustainable power usage or—as seems to have 

been the case for many smart electrical grids in the US—simply enable both 

greater profit and a tendency toward systemic breakdown.71 In either case, 

though, smart electrical grids are a prime example of the way in which an 

emphasis on what Negroponte called “consumer preferences” was a vector 

by means of which infrastructures became smart. This kind of smart infra-

structure has now become a standard demand even of the political Left: the 

2019 Green New Deal proposed in a US House of Representatives resolution, 

for example, demands “building or upgrading to energy-efficient, distributed, 

and ‘smart’ power grids, and ensuring affordable access to electricity.”72

In the face of this history of smart electrical grids, we find productive 

contemporary efforts to shift the idea of “choice” away from its capture by 

concepts of consumerism and toward concepts of political agency. This opens 

up new understandings of what recursive infolding can mean and how the 

smartness of an infrastructure such as an electrical grid can be defined. New 

models are emerging in Indigenous calls for environmental custodianship and 

sovereignty, for example, that often challenge carbon-based energy sources 

and infrastructures. As Winona LaDuke and Deborah Cowen note,
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Infrastructure is the how of settler colonialism. . . . ​The transformations of ecologies of 
the many into systems of circulation and accumulation to serve the few is the project 
of settler colonial infrastructure. . . . ​Yet, infrastructure is not inherently colonial—it is 
also necessary for transformation: a pipe can carry fresh water as well as toxic sludge. . . . ​
We suggest that effective initiatives for justice, decolonization and planetary survival 
must center infrastructure in their efforts, and we highlight alimentary infrastructure—
infrastructure that is life-giving in its design, finance, and effects.73

As LaDuke and Cowen suggest, recognizing colonial and extractionist inheri-

tances of contemporary infrastructures helps us to construct new relations 

between people and energy that might break that colonial history, and their 

notion of alimentary infrastructure is an intriguing way of reconceptualizing 

the recursive infolding of infrastructures that is fundamental to the concept 

of smartness.

LaDuke and Cowen exemplify alimentary infrastructure with contem-

porary efforts to establish Indigenous energy “autonomy” in Canada and 

the United States. In Canada, 257 of the 292 remote Indigenous communi-

ties depend on the microgeneration of electricity, often through costly and 

carbon energy-guzzling diesel generators.74 However, LaDuke and Cowen 

narrate the story of the Navajo Nation’s refusal to purchase an aging power-

generation station that would require the continued extraction of coal from 

the lands and their turn instead to the Kayenta Solar Project. This project 

today powers 36,000 Diné homes and businesses across the Navajo Nation 

and contracts to supply energy to Phoenix and sites in Utah via a network of 

renewable energy tax credits and specialized products. The project was devel-

oped by the Navajo Tribal Utility Authority (NTUA) and constructed by the 

Spanish renewable energy firm Isolux Corsán Group and Swinerton Renew-

ables. The development also benefited from tax credits and venture capital 

from organizations such as Massachusetts-based ATN International, which 

supported the development and construction of the NTUA’s Choice Wireless, 

a rural broadband network also owned by the Navajo Nation.75 According 

to its advocates, the grid is smart in the sense that it is highly networked, it 

employs state-of-the-art photovoltaic cell technology, it serves as a beacon 

for the Indigenous production of renewables, and it helps to end reliance on 

carbon energy extraction.76

The absence of infrastructure is also often a form of violence. In this case, the 

55-megawatt installation rectifies historical wrongs even as it highlights ways 

in which coloniality haunts infrastructures in the present. While this project 

was developed through complex funding instruments and tax credits in liaison 

with a range of corporate and global actors, it is also a demonstration of how a 

new understanding of the smartness of an electrical grid can transform polit-

ical relations. It does so in part by creating new forms of value and economy, 
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ZONES, EXPERIMENTS, AND DEMOS

We can further deepen Negroponte’s concept of the demo by articulating 

its relationship to both concepts of experimentation and to the modernist 

concept and practice of (urban) zoning. As in the case of recent advocacy 

in the field of geography for geographies of experiment, Negroponte under-

stood urban space neither as a given nor as a neutral container within 

which otherwise independent human relations took place but rather as 

something produced through the interactions among humans, technolo-

gies, and geographical features (to name just a few of the relevant ele-

ments). For Negroponte, urban space had always been experimental, but 

he sought to use environmental computing as a way to transform implicit 

into explicit experimentation. However, the key role of computing in this 

shift from implicit to explicit experimentation meant, for Negroponte, 

that one must dispense with both the premise of an external observer 

who could assess the results of experiments and the notion of human-

directed planning more generally.

The concept of experimentation was central to The Architecture Machine 

and Soft Architecture Machines. Negroponte claimed that Soft Architecture 

Machines “reports on a series of experiments conducted by the Architec-

ture Machine Group at The Massachusetts Institute of Technology from 

1968 through 1972,” and he retrospectively described The Architecture 

Machine as “written as an epilogue to three years of experimentation that 

Excursus 2.1 (continued)

in the sense that this solar economy replaces the older extraction economies 

of coal mines and coal energy generators (which are almost depleted, in any 

case).77 While those earlier extraction economies were grounded on dispos-

session and on environmental degradation, these new smart infrastructures 

promise new modes of social relations. As the manager of the project asserted, 

“this is what sovereignty is really about, where our people can work and pro-

vide wealth and sustain themselves.” The president of the Nation, Jonathan 

Nez, presented the installation as an instantiation of shánídíín, or “a heal-

ing ray of light.”78 While it remains to be seen how this new economy will 

develop, we see potential for this new kind of smart infrastructure to serve 

new needs and create new forms of life so long as it remains attached to 

critical histories and different forms of value and imagination of the future.
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yielded both technical achievements and philosophical setbacks.”79 Yet 

Negroponte did not believe that one should first engage in experimenta-

tion in the lab or studio, with the goal of determining what works and 

what does not, and then incorporate the results of successful experiments 

into actual urban planning. For Negroponte, that traditional approach to 

experimentation presumed that the creative capacities of the urban pop-

ulation could be modeled or simulated in the lab. This was precisely what 

he felt could not occur. Instead, only a population of computers extended 

throughout the human population could mediate that potential creativ-

ity. Experimentation, in other words, had to move out of the lab and into 

the very fabric of the city.

Negroponte’s ideal of the city as a site of urban experimentation may 

sound like a reprise of the classic early twentieth-century account of “the 

city as a social laboratory” developed by University of Chicago sociologist 

Robert E. Park and his colleagues.80 Park and his collaborators understood 

the city as a collection of “natural areas,” each of which “comes into exis-

tence without design, and performs a function, though the function, as 

in the case of the slum, may be contrary to anybody’s desire.”81 The point 

of sociological research about the city, however, was “to determin[e] with 

more definiteness the conditions under which social experiments are 

actually being carried on.” That information would in turn inform legis-

lation and so enable urban and planning “reforms [to be] conducted by 

experts rather than by amateurs.” Sociological research on the city would, 

in other words, transform implicit into explicit urban experimentation 

and so would “make the city in some more real sense than it has been 

hitherto a social laboratory.”82

Yet Negroponte turned to computing precisely because he rejected the 

concept of the expert that underwrites Park’s vision of the city as a social 

laboratory. For Negroponte, the information-gathering capacities of the 

sociologist-expert would always be too limited. Equally important, the leg-

islative expertise to which Park’s sociological studies were directed was, for 

Negroponte, an illusion, for Negroponte’s mode of experimentation had 

no place for a human observer point from which the success or failure of 

experiments could be assessed. Negroponte instead aimed at a never-ending 

series of demos, each of which aims to take up elements of earlier demos 

and adjusts them for new contexts and problems, and each of which is pri-

marily guided by machine intelligence. There was, for Negroponte—and in 
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contrast to Park—no “outside” of the experiment, which meant that there 

was no external vantage point from which the city could be “planned.”

Negroponte’s approach to experimentation and demo-ing explains his 

rejection of key modernist strategies for urban design, such as the legal sub-

division of the city via zoning. Urban zoning was an early twentieth-century 

innovation that, much in the style of Park’s sense of social experimentation, 

drew on an older sense of zones as natural spaces but reconceived these 

spaces from the point of view of expert planning. “Zone” had served as 

a technical term within Western philosophy and the sciences for several 

thousand years, referring to a geographic area that had its own sui generis 

rules and principles. Ancient Greek philosophers, for example, used the 

term—which meant “belt” or “girdle”—to divide the earth into five bands: 

two frigid zones, one at the top and one at the bottom of the earth; two 

temperate zones located directly below the frigid zones; and one torrid 

zone, which lay between the temperate zones.83 This basic sense of zone 

as a geographic band with its own specific conditions and rules under-

pinned the expansion of this term into various late nineteenth- and early 

twentieth-century discourses: within ecological discourse, for example, 

more restricted regions, such as mountains or seas, were divided into fur-

ther zones, and the world was divided into different time zones.84 While 

early twentieth-century urban planners in cities such as Boston, Los Ange-

les, and New York drew on this older sense of zones to make legal distinc-

tions between business and residential zones, their key innovation was the 

division of one geographic unit, the city, into multiple districts or zones, 

each with its own rules.85 This new understanding of zones—as necessarily 

linked to one another and as enabling planned growth of the city—also 

set the paradigm for the emergence of “free trade zones” in the 1930s, 

which constituted states of exception within the otherwise homogeneous 

national spaces.86 From this new perspective on zoning, what enabled 

growth, whether for a city or a nation, was the differential relationships of 

zones to one another, and the astute employment of those differentials by 

urban planning experts in their designs.

For Negroponte, though, “complexity is not designed, it evolves.”87 

The problem with urban zoning plans, from this perspective, is that a 

zoning system “assum[es], like any law-arbitrating system, the ability to 

exercise rules in context (which is not easy).” As a consequence, Negro-

ponte suggested, urban zoning plans in practice ended up being modified 
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perpetually by means of variances (that is, legal local exceptions within a 

specific zone).88 Negroponte was much more interested in the traditional, 

“vernacular” construction of urban spaces, which he claimed liberated 

perpetual experimentation, and he sought to employ ubiquitous com-

puting and demos as a means of regaining this space of experimentation 

within modern urban structures and spaces.

Perhaps propelled in part by the emphasis on growth and change that 

early twentieth-century advocates used to justify urban zoning plans, the 

concept of zone itself underwent something of a shift during the second 

half of the twentieth century. Since the 1950s, scholars in multiple dis-

courses have been interested in the forms of emergence that occur in the 

zones between zones. Ecologists, for example, became interested in what 

they described as “buffer,” “transition,” or “junction” zones that emerge 

between more regular ecological zones, while scholars in the social sciences 

and humanities have found themselves attracted to “contact zones,” “trad-

ing zones,” and “critical zones.”89 This recursive infolding of the concept 

of zone to refer to the space between zones is a way of focusing attention 

away from the stable structures within zones and toward the question of 

where and how zones change (and enable change).

From this perspective, Negroponte’s interest in the constant renego-

tiation of what we might call microzones—as well as his basic concept 

of urban inhabitants as consumer machines, which already collapses the 

distinction between residence and business—took this new twentieth-

century logic of zones to its extreme, for it aimed at a situation of com-

pletely fluid zones in which constant experimentation is the norm. He 

took very seriously, in essence, the geographer’s premise that space is con-

structed and that every construction of space is an experimental reconfig-

uration of the relations among humans, technologies, and environments 

and he sought to use computers to maximize the number of possibilities 

for new modes of experimental space.

Negroponte’s emphasis on experimentation and demo-ing also brings 

back to the center a zonal function that was in earlier colonial enterprises 

restricted to the colony or periphery. As we noted above, Negroponte’s con-

ception of the demo emerged from a post–World War II American concep-

tion that sought to negotiate emerging decolonial and racial orders by way 

of experiments or “tests.” As early as 1943, and as part of American war 

efforts, the modernist architect Richard Neutra described as a “Planetary 
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Test” (as well as “experiment” and “laboratory”) a project in Puerto Rico 

that sought to reconceptualize temperate climate zones as ideal sites for 

human habitation and as the locations within which to test forms of 

habitat for the future.90 And as architectural historian Ginger Nolan has 

insightfully argued, Negroponte’s faith in computation and DIY design 

drew on legacies of colonial enterprises, such as Marshall McLuhan’s con-

cept of the “Global Village,” which emerged from the context of Kenyan 

decolonization.91 All of this underscores a point also made in histories of 

epidemiology, clinical trials, and “green” crops: namely, that racialized 

and Global South territories have often served not only as the recipients 

of technology but also as the sites of production of new forms of bio-

political techniques.92 In the older colonial vision, the colony serves as 

a zonal testing ground for techniques that can later be brought to the 

colonial center.

Yet even as contemporary discourses of testing underscore the extent 

to which newer digital infrastructures continue to be haunted by these 

colonial and racial legacies, smartness is a contemporary discourse, which 

also involves a new form of governmentality—one inherited from, but 

not the same as, the earlier colonial orders. The colony-metropole dis-

tinction is no longer determining, for the smartness mandate has been 

propagated across the planet, from greenfield cities in China to projects 

like the massive 100 Smart City Policies advanced by the Indian govern-

ment since 2015. India explicitly markets its smart city initiative, valued 

at around USD $27.6 billion, as promoting the innovation and “incu-

bation” of technologies and has linked the funding to the support of 

start-ups and the collection of venture capital. This emphasis on smart 

cities, along with the Aadhaar digital identification system, makes India 

among the leaders in creating, and testing, massive data infrastructures 

for managing populations. As media theorist Nishant Shah notes, these 

new smart and digital systems create entirely novel ideas of individuals 

and populations.93 The Indian example also illuminates especially clearly 

our point about the link between zones and experimentation since every 

Indian smart city is able—and in a sense, is encouraged—to have a differ-

ent form and understanding of smartness.94

The smartness mandate aims, in essence, to replace the concepts and 

practices of zones understood as rule governed (and hence planned, 
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whether by a divine or human intelligence) with a concept of experi-

mental zones as generative mixtures of different and shifting rules. Ide-

ally, from the perspective of the smartness mandate, there would be only 

one Zone, which is itself made up of constantly shifting and recombining 

subzones.95 Or, eliminating the idea of zones entirely, which was Negro-

ponte’s approach, there is a planetary space of experimentation in which 

smart infrastructures run constant and multiple demos and experiments 

with their populations, which then provide feedback for the next set of 

demos and experiments. This is a vision devoid of any modernist nos-

talgia for durable structure and form. It is also a vision that rejects the 

notion of modernity itself: smartness is simultaneously a hypertechno-

logical future that nevertheless returns to traditional vernacular construc-

tion and a nonteleological embrace of biological evolution.

CONCLUSION: ALTERNATIVE EXPERIMENTS

The smartness model of constant repetitive futurity, technical failure, and 

demo-ing has enormous implications for how we design buildings, cities, 

and technology. It dominates our imaginaries and affects, as well as our 

responses to everything from global warming to terrorism. We live life in 

demonstration mode; media do not simulate or separate us from a “real” 

world but rather create worlds and futures. The essential question, then, is 

how to encounter this demo, or test bed, that has now become our world.

If we consider the elements that collectively constitute the genealogy 

of smart infrastructure and its commitment to a “demo or die” logic, the 

difficulty of our task becomes clear. The following elements, each in prin-

ciple independent of the others, are now collectively bound together in 

the form of the demo:

•	 An approach to computer learning, and cognition more generally, in 

which there is no verifiable “outside” and no need for—or often even 

capacity to access—the past as past or memory.
•	 This vision of learning and cognition is mapped onto an understand-

ing of biological evolution as a competition-driven learning process.
•	 The importance of evolution as the frame for imagining change over 

time emphasizes the creative capacities of populations, which in turn 
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requires a reimagination of human individuals not as citizens but rather 

as what Negroponte called consumer machines.
•	 Ubiquitous computing is the means by which those individual desires 

are collectively and algorithmically mediated; hence the importance 

of the management of attention, often through aesthetic means (e.g., 

the Aspen Movie Map).
•	 Threat and disaster, the specific nature of which cannot in principle 

be specified but can be exemplified by everything from urban rioting 

to climate change, are that around which the design of urban environ-

ments must be centered.
•	 There is a consequent movement away from ideal or utopian forms for 

the city and toward a logic of constant evolution and demo-ing, which 

often results in the production of “secure” sections of the city (e.g., 

Hudson Yards) at the expense of the rest of the city.

Although the limitations of each of these elements are clear, they have 

become so tightly bound to one another that simple tweaks of any com-

ponent are likely to have little overall effect. It is difficult to imagine, for 

example, simply adding a citizen component to the consumer-machine 

logic that drives contemporary ubiquitous computing, as that would only 

further transform citizenship into a series of consumer-like preferences 

(e.g., likes/dislikes). Nor, in the face of global waters that are indeed ris-

ing, does it seem possible to reject either evolution or security as desirable 

goals. Yet it is equally difficult to imagine, in a context of perennially 

exhausted urban and national government budgets, that such projects 

could be expanded to include all of the urban population.

At the same time, rethinking these elements can begin to alter the 

internal connections among them. This can mean, for example:

Making distinctions among kinds of threats:  As we noted above, much of 

the allure of Negroponte’s approach to urban design was its promise to 

use distributed computing to resolve problems as varied as urban racial 

tensions, the violent legacies of colonialism, and the practical difficul-

ties of urban zoning systems. Yet the micronegotiations among urban 

inhabitants that Negroponte imagined, and that have in fact become the 

default mode of the smartness mandate, seem incapable of resolving (and 

often exacerbate) problems such as structural racism and the inequitable 
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relationships to health, housing, and jobs that it engenders. Structural 

racism may be a threat, but it is a threat of a different kind than global 

warming (even if the two are related to one another). To make this dis-

tinction is to acknowledge that structural racism will almost surely require 

politics and planning in the “old” sense—that is, groups staking claims 

to serve as the basis for a consciously created plan for the future—rather 

than computer-mediated micronegotiations among isolated individuals. 

The recent occupation of urban space by Black Lives Matter protesters 

is one example of this more traditional mode of politics. The related 

use of the photographic capacities of smartphones to alter the aesthetics 

of urban change are another: instead of the seamless, sunny images of 

urban harmony promoted by Negroponte’s Aspen Movie Map and the 

Rising Currents projects, we instead have pixelated, shaky images of police 

violence. Employing aesthetic distinctions (and distinctions in the way 

aesthetics seeks to manage attention) is already an important first step 

toward making distinctions among various types of threats.

Creating models of evolution and biological change in which the past and 

history are not only relevant and accessible but central:  Though Negro-

ponte sought to convince his readers that their options were “demo or 

die” death is not the only option to perpetual demo-ing. It behooves 

us to examine other moments in which urban planners drew on bio-

logically oriented concepts and approaches to address disasters but imag-

ined change and memory differently. The “Metabolists” affiliated with 

(although also critical of) Japanese architect Arata Isozaki’s alternative 

vision of the future of a high-technology Asian city is one such example.

Isozaki was one of the leading architects in post–World War II Japan. 

He first worked at Tange Lab, an architectural research and design labora-

tory at the University of Tokyo led by Japanese architect Tange Kenzō and 

his associate “Metabolist” architects. The lab was critical in creating what 

scholar Yuriko Furuhata has called future engineering. As part of this vision 

of importing new forms for making futures, the lab was active in the 

Japanese chapter of the Club of Rome, fostering institutional connections 

to MIT and Harvard and keeping close ties to American architects and 

designers such as Buckminster Fuller. Tange Lab led the cybernetic turn 

of Japanese architecture amidst the logistical and computational shifts in 

the 1950s and 1960s. Many of Tange Lab’s techno-futuristic designs that 
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foregrounded the optimization of the “metabolic” processes of energy cir-

culation, infrastructural growth, biopolitical governance, and economic 

prosperity of metropolises anticipated the current utopian investment in 

self-regulating, sentient, smart cities.96

Isozaki emerged from this milieux but also separated from it. As Japan 

was recovering from American air raids and atomic weapons, it became 

important to him to contemplate possible relationships with this history 

of destruction. He felt that architecture must be inspired by metabolic 

processes of life, but also by death and destruction. His vision was a correc-

tive to the solely progressive concept of life put forth by the Metabolists.97

Exemplary of this genuinely metabolic comprehension, Isozaki’s City in 

the Air was a project of building capsules that were to be floating and mod-

ular, moving, allowing real-time responses to the needs of its residents (see 

figure 2.8). However, the future of this structure was constituted through 

hanging buildings with computerized control that hovered over the past—

that is, the remains of Tokyo—rather than destroying all memory of the 

past and its traumas. Tokyo was to remain partially unrebuilt, still scarred 

and mostly destroyed, a constant rent in the fabric of time. These mul-

tiple temporalities were to operate simultaneously, neither returning to the 

past nor falling into an eternal present. Neither seeking to forget Japan’s 

own militarism and obsession with technical death nor attempting to 

2.8  Arata Isozaki, City in the Air, 1962. Source: Courtesy of Arata Isozaki & Associates, 

2021.
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avoid technology—that is, neither smart nor dumb, nor forcing a deci-

sion between the future or the past—these structures were to emphasize 

and attempt to work through notions of time and change: metabolism as 

architecture.

The City in the Air’s megastructure thus offered a solution that bridged 

the dreams of developers at that time. On the one hand, it aimed at 

homogeneous, replicable construction and in this way anticipated the 

Hudson Yards and Songdos of the world. On the other hand, it actively 

embraced a nostalgia for a return to a prewar way of life, to empire, and 

to the village-like structures and small paper homes of Tokyo. It was to be 

a structure that permitted the vagaries of time and understood that this 

form of smartness, which grows and changes with the metabolic needs of 

its residents, must therefore evolve and perhaps, eventually, go extinct.

As an architectural movement, Metabolism has its own problems, and 

our point is not to present it as a contemporary alternative model of smart 

infrastructure and cities. Rather, its importance for us lies in its reworking 

of biological approaches to cities and architecture through its emphasis 

on metabolism rather than Darwinian survival of the fittest. We might 

consider, for example, its relationship to the “alimentary” infrastructures 

we noted in our excursus in this chapter. Thinking with metabolism as 

a guiding concept requires us to think the future differently. Metabolic 

processes are mechanisms for assimilating the outside into a living body, 

for producing growth and change, and for eliminating wastes from the 

body. Metabolism is about simultaneous growth and decomposition. At 

the same time, metabolism is not the other or opposite of Darwinian 

evolution: without metabolism, there would be no evolution. (The ques-

tion of whether the converse is true is more complicated, as nonsexually 

reproducing living beings metabolize but bear a very complex relation-

ship to evolution.)

Beginning to think about computer-mediated learning in relationship 

to both evolution and metabolism can open up a discussion about what 

constitutes management and control and how we can engage temporal 

multiplicity, whether this means allowing weeds to grow as a strategy for 

green cities or engaging multiple aesthetics, and not just those of space-

ships and sleek glass towers. The future of politics therefore demands 

that we imagine alternative futures, which also means splitting with the 
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techno-futurist, and modernist, aesthetics borrowed from science fiction 

or from urban planning, design, and technology. We must move past 

questions of survival to ask not how we must survive the present but how 

we would like to live in the future. While this chapter is hardly a solution, 

it suggests the importance of thinking about a history of our responsive 

environments in terms of difference rather than homogeneity. We must 

recognize that there is still critical work to do—in architecture and in 

scholarship—to envision alternative images of the future and different 

forms of time and experience that do not operate at the scale and tempo 

of our eternally preemptive, affective, nervous networks—to demo with-

out death.



As we noted in the previous two chapters, smartness presumes that 

although the world cannot be known completely or objectively, one can 

nevertheless produce useful knowledge by means of distributed popula-

tions, provided that the members of such populations are linked compu-

tationally and algorithmically in order to produce learning. The learning 

population for one specific problem may differ from the learning popula-

tion for another problem, and there is no guarantee that the members of 

a specific learning population will correspond to the human population 

within a specific political jurisdiction, such as a city or state. This in turn 

encourages the development, expansion, and linkage of experimental 

zones and their associated sensing technologies, which make it possible 

to shift easily from one learning population to another, depending on the 

problem at hand.

In this chapter we map the genealogy of the method by which smart-

ness produces knowledge and learning by means of populations and 

experimental zones. A key premise of smartness—namely, that the world 

is always significantly more complex than the systems we can use to 

respond to it—emerged from a revaluation of the concepts of noise and 

waste in the 1960s and 1970s. Rather than assuming, as had been the case 

for Cold War cyberneticians and information engineers, that noise and 

waste could and should be reduced as much as possible via techniques 

3
DERIVATION, OPTIMIZATION, 
AND SMARTNESS
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of optimization, early advocates of smartness understood noise and waste 

as not only ineradicable but also, and equally important, sites of future 

value. However, noise and waste could be sources of value only when their 

landscapes were exhaustively surveyed via what we will call extractive tech-

nologies capable of sifting through vast amounts of noise, waste, and the 

detritus of past use by populations in order to locate small increments of 

changing future values on which one could bet. Precisely because extrac-

tive technologies are data intensive—that is, require massive surveys of 

environments and populations—they must necessarily be supported eco-

nomically by derivative financial technologies that can ensure that small 

bits of value, when located, can become significant sources of future value. 

Smart learning requires, in other words, a linkage between extraction and 

derivatives. While this linkage does not eliminate the drive for optimiza-

tion, it renders the latter always provisional and partial.

We begin our account of the genealogy of this new logic of extraction 

and derivation with the development of a new understanding of finan-

cial derivatives in the 1970s, which we exemplify with the Black-Scholes 

option pricing model. This tool exemplifies the revaluation of noise and 

also helped to inaugurate the contemporary mode of financialization, 

which shares relatively little with past modes of financialization. In the 

second section, we note that though the Black-Scholes option pricing 

model may seem esoteric and limited to the realm of finance, its premises 

about noise and value are shared by a wide variety of contemporary data-

intensive models for producing value, including instances of platform 

capitalism (for example, companies such as Airbnb and Uber), brain pro-

ductivity research, and the health-oriented biobanks that we discussed 

briefly in chapter 1. As in the case of the Black-Scholes option pricing 

model, each of these examples revolves around leveraging noise or waste 

into a source of value. In the third section, we return to the immediate 

post–World War II period to document the elements that enabled this new 

model of extraction and derivation. While Black and Scholes’s empha-

sis on noise and limits on economic agency resonated with a general 

sense of geopolitical instability and uncertainty in the 1960s and 1970s, 

their technical “solution” to this sense of instability drew on premises 

about psychology and management developed earlier by researchers such 

as psychologist Donald Hebb and management theorist Herbert Simon. 
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Both Hebb and Simon contributed to a new model of the economic agent, 

and we link the latter to a key shift in understandings of the nature of 

intelligence, from the Cold War “rational” (albeit paranoid) agent to the 

distributed form of agency characteristic of smartness.

In a first excursus, we consider an extended example—smart gold min-

ing and the financial markets to which it is tied—to underscore that our 

terms “extraction” and “derivation” are not intended as simply metaphors, 

and how tightly linked extraction and derivation have become in our 

present. In a second excursus, we emphasize the importance of this his-

tory of derivation and extraction for questions of racial justice while at the 

same time noting that the smartness mandate differs in key respects from 

earlier modes of financing and derivation. In our chapter’s conclusion, 

we consider alternatives to this now dominant model of extraction and 

derivation. Must financial markets bet on carbon or mineral extraction, 

or could they bet on recycling or renewables? Is increased consumption 

inevitable, or does the rise of global urbanization produce opportunities 

for rethinking urban life, increasing diversity and interaction between 

different types of people and lifestyles, and decreasing energy consump-

tion through new transport and densification regimes? Particularly in the 

midst of the COVID-19 pandemic, in which the automatic response is 

dedensification, privatization, and segregation, it behooves us to exam-

ine seriously what we value and how we derive value in our present.

NOISE TRADING: THE BLACK-SCHOLES MODEL

We employ the concepts of extraction and derivation in a broad sense—

that is, as extending beyond the references to mineral extraction and 

financial derivatives to which those terms might seem to point. With 

that said, though, we begin with an example of a significant change in 

practices surrounding the pricing of financial derivatives in the 1970s, 

for the development of the Black-Scholes option pricing model in that 

period illuminates a new way of understanding, and seeking to manage 

through new financial tools, the role of “noise” in markets. This financial 

example thus helps us to locate a key premise that would come to inform 

the combination of extraction and derivation practices now central to 

the logic of smartness.
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In 1986, mathematician and economist Fischer Black summarized this 

new understanding of the connection between noise and markets. He 

contended that

The effects of noise on the world, and on our views of the world, are profound. 
Noise in the sense of a large number of small events is often a causal factor much 
more powerful than a small number of large events can be. Noise makes trading 
in financial markets possible, and thus allows us to observe prices for financial 
assets. Noise causes markets to be somewhat inefficient, but often prevents us 
from taking advantage of inefficiencies. Noise in the form of uncertainty about 
future tastes and technology by sector causes business cycles, and makes them 
highly resistant to improvement through government intervention. Noise in 
the form of expectations that need not follow rational rules causes inflation to 
be what it is, at least in the absence of a gold standard or fixed exchange rates. 
Noise in the form of uncertainty about what relative prices would be with other 
exchange rates makes us think incorrectly that changes in exchange rates or 
inflation rates cause changes in trade or investment flows or economic activity. 
Most generally, noise makes it very difficult to test either practical or academic 
theories about the way that financial or economic markets work. We are forced 
to act largely in the dark.1

In the 1980s, Black’s suggestion was still counterintuitive, and he made 

these claims in part to explain (and justify) why a series of new finan-

cial instruments that had appeared in the 1970s—some of which Black 

himself had helped to create—seemed to work so well. Black was con-

testing the widely held view that markets aspire to transmit information 

perfectly—for example, information about the underlying health of a 

company, about supply, and about demand—and that markets would 

thereby function better to the extent that they could instantiate noiseless 

information flow. Black contended, by contrast, that markets work pre-

cisely because of disinformation, noise, and complexity. This may seem 

counterintuitive, especially since we continue to read, even in our pres-

ent COVID-19 moment, that the amazing performance of financial assets 

on Wall Street is out of sync with the economic realities of Main Street. 

Such reporting assumes that the price of securities and the actions of 

financial markets should be correlated with economic principles of sup-

ply and demand and that (often painful) market “corrections” are the 

necessary consequence of prices becoming disconnected from economic 

reality. Black, however, had a different vision. While he also thought that 
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markets processed information, he asserted that they could not do so 

perfectly—and markets existed only because of that fact.

In making this claim, Black was reinterpreting a longer twentieth-century 

history of the idea that systems, and markets in particular, process informa-

tion and must contend with noise. Nineteenth-century thermodynamic 

physics had introduced two important concepts for this tradition. The 

first was that some fundamental aspects of the world are stochastic (i.e., 

determined by chance). As a consequence, many systems change accord-

ing to probabilities that can be mapped out in general terms, but the tem-

poral trajectory of a specific system can never be predicted precisely. The 

second important principle was that every system degrades over time. This 

suggested to subsequent communication engineers that the amount of 

information in a system can be understood as the relationship of order 

(enthalpy) to disorder (entropy). For example, the original mathemati-

cal theory of communication invented in 1947 at Bell Labs, and upon 

which contemporary digital computing is based, applied ideas of entropy 

and enthalpy to the measure of information in a channel. Information 

became the probability that a piece of data would be transmitted and 

received at the other end of the channel. From this perspective, noise is 

entropic since it reduces the ability of a signal to be received.

As we noted in the introduction to this book, for earlier histories of eco-

nomics concerned with labor power and energy, entropy was terminally 

threatening.2 For example, for early computer scientists, cyberneticians, 

and game theorists who employed these theories of communication, 

noise was the problem, not the solution. Game theorists in the 1950s and 

1960s who focused on the possibility of nuclear holocaust were haunted 

by the nightmare, which they instantiated in the game known as the 

“prisoner’s dilemma,” of being trapped in a room without being able to 

know the thoughts or decisions of prisoners in other rooms, while at the 

same time being dependent upon the decisions of those other prison-

ers. This scenario drove communications theorists, computer scientists, 

mathematicians, and social and behavioral scientists into a mathematical 

frenzy, and they sought to apply the latest advances in logic and com-

putation to predict the future actions of the other prisoner (or prisoners) 

in the absence of actual information. Cyberneticians and game theorists 
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hoped to overcome the “dark” pools in their knowledge in order to antic-

ipate the unknown and preempt it.3

In one sense, Black still employed this understanding of the relation-

ship between information and noise. Thus, for Black, too, “noise is con-

trasted with information” and “noise is what makes our observations 

imperfect.”4 Yet for Black, noise, complexity, and entropy were no longer 

figures against which to battle. The overwhelming concern in the sci-

ences of communication, command, and control in the 1950s with con-

trolling the future by eliminating or reducing entropy had given way to a 

new imagination. In this new world, chance and noise were not “devils,” 

to cite cybernetician Norbert Wiener, but rather the growth medium for 

markets—and if this meant that the future could no longer be predicted 

or controlled, one could at least create resilient structures for absorbing 

future uncertainties.5

One of the central technologies for capitalizing on noise in economic 

markets was the Black-Scholes option pricing model, which Black devel-

oped with his colleagues Myron Scholes and Robert Merton.6 An option is 

one kind of financial derivative. Derivatives enable an investor to bet on 

the future price of an underlying asset (for example, wheat, gold, a stock 

price, or a house loan). The main forms of derivatives are commodity 

futures, stock options, and currency swaps.7 Derivatives are a relational 

financial technology in the sense that the price to buy, and the ultimate 

value of, a derivative depends on—that is, is derived from—something 

else (the underlying asset). An investor who purchases an option has, as 

the name of this tool suggests, purchased the option, but not the neces-

sity, of buying the asset or stock at a specific date in the future for a 

specific price upon which the two parties agree in the present. For an 

investor, an option is attractive if they think that, by that future date, the 

market asset price or stock price will be higher than the option price, as 

they can then exercise the option to buy the asset or stock, immediately 

sell that asset or stock at the current and higher market price, and make 

a profit. For the seller, options are attractive either for the opposite rea-

son (i.e., they think the option purchaser will have to pay more for the 

stock at the option expiration date than the market price at that time) 

or because the seller wants to have certainty about the price at a given 

date, irrespective of market conditions (for example, wants to ensure that 
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when the bill for their company’s debts in a foreign country are due, cur-

rency exchange rate changes will not mean paying much more for those 

debts than anticipated).

Though it had traditionally been difficult for traders to agree on how 

much the option to purchase an asset or stock should cost, up until the 

1970s it was widely assumed that the value of an option would neces-

sarily be related to the expected rate of return of the underlying stock 

itself, which in turn would be related to the health and profitability of the 

company that issued the stock.8 Investors assumed, in other words, that 

an underlying objective reality—the economic health of the company—

might in practice be difficult to figure out but would necessarily deter-

mine both the company stock price and options on that stock. The 

rational investor would thus need to gather as much information about 

the company as possible—for example, about management structure, 

supply chains, debt, and likely future prospects—and if it seemed that, 

objectively, the company was strong and healthy, then one could assume 

that its stock price would remain constant or increase. Conversely, if the 

company had significant problems, the market would eventually discover 

that truth and decrease its stock price. In both cases, options to buy the 

company’s stock would need to be based on knowledge of the underlying 

economic reality of the company.

Black and his colleague Scholes introduced the Black-Scholes option 

pricing model in 1973 to provide a new way of answering this question of 

price. Contrary to the model noted above, in which options to buy stocks 

are linked to an “objective” truth about the company itself, Black and 

Scholes detached the price of an option from any expectation about the 

likely value of that specific underlying asset at the option maturity date. 

Black and Scholes instead assumed that the movement of stock prices 

was random, like the movement of molecules in a gas (and in fact within 

their investment equation used a mathematical technique for modeling 

the random Brownian motion of molecules).9 Instead of basing the price 

of an option on the underlying objective reality of a company, the key 

value for Black and Scholes was the expected volatility of the stock, which 

meant the amplitude of the movement of the stock price up and down 

over time. Since volatility refers to a greater up-and-down movement of 

stock price than the average random motion of stocks, the volatility of 
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one stock could only be assessed in relation to the average movement of 

all stocks in the market. Estimating the volatility of a stock at the time when 

the stock option would come due—that is, in the future—still required 

gathering significant amounts of information. However, the information 

was no longer about the specific company that issued the stock but rather 

about the noisy dynamics of the market as a whole. As Black noted in 

1975,

My initial estimates of volatility are based on 10 years of daily data on stock 
prices and dividends, with more weight on more recent data. Each month, I 
update the estimates. Roughly speaking, last month’s estimate gets four-fifths 
weight, and the most recent month’s actual volatility gets one-fifth weight. I 
also make some use of the changes in volatility on stocks generally, of the direc-
tion in which the stock price has been moving, and of the “market’s estimates” 
of volatility, as suggested by the level of option prices for the stock.10

The Black-Scholes option pricing model, in short, grounded the value (i.e., 

price) of the option in the relationship of one kind of noise (the amplitude 

of random changes of the stock in question over time) to another kind of 

noise (the random movement of stocks in general) (see figure 3.1).11

While Black and Scholes’s quite technical and seemingly narrow 

approach meant that they initially encountered problems in finding a 

publisher for their article, once the piece was published, multiple groups 

began offering software for such pricing equations.12 This was not least 

because Black and Scholes’s premises allowed buyers and sellers of options 
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3.1  Black-Scholes model summation. Source: “Black-Scholes-Merton,” Brilliant​.org, 

https://brilliant​.org​/wiki​/black​-scholes​-merton​/​.
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to come to relatively easy agreement on option prices. While it had been 

difficult to settle on option prices if one assumed that sellers and buy-

ers of options had to agree on the objective health of the company, the 

only unknown variable of the Black-Scholes option pricing model was 

the future volatility of the stock, and Black’s volatility charts allowed 

sellers and buyers to find common ground here. The success of Black 

and Scholes’s equation was also in large part a consequence of the fact 

that the model joined communications and information theories with 

calculation in a way that made their equation amenable to algorithmic 

enactment.

As individuals created more complex derivative instruments that tied 

together many types of assets and markets, computers became essential 

both for obtaining data about price volatility and for calculating option 

prices. An entire industry, and the financial markets of today, were born 

from this innovation and its new understanding of noise. And because 

derivatives are bets on the future value of an asset, the derivatives mar-

kets can be—and in fact are—far larger than the world’s current gross 

domestic product (GDP). (The amount of money at play in the deriva-

tives market currently exceeds the world’s GDP by 20 times.) Since the 

1970s, these markets have grown massively (e.g., 25 percent per year 

over the last 25 years). In this sense, the derivative pricing equation is 

indicative of the emergence of a broader new epistemology that trans-

formed conceptions of agency, the agent, and decision-making in the 

postwar period.

If the Black-Scholes model implied a new model of how to value 

options on stocks, it also implied a new model of the economic agent. 

Black and Scholes had begun working together in the late 1960s while 

consulting for investment firms. Their work involved applying computers 

to modern portfolio theory and automating arbitrage.13 Scholes and Black 

began “The Pricing of Options and Corporate Liabilities,” the article in 

which they introduced their option pricing equation, with a challenge: 

“If options are correctly priced in the market, it should not be possible to 

make sure profits by creating portfolios of long and short positions.” They 

reasoned that since people do make money, options therefore cannot be 

“correctly” priced, at least in the traditional sense that the option price is 

a function of an underlying objective value of the stock. Mispricing—that 
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is, the imperfect transmission of information—must be essential to the 

operation of markets. Noise is the only source of arbitrage.

“Rational” investing in options thus did not mean attempting to deter-

mine the true value of the underlying asset. Because the market is full of 

noise—the market exists, in fact, only because of noise—the economic 

agents within it cannot know the relationship between the price of an 

option and the “real” value of the underlying asset. However, if agents 

recognize these limits of their knowledge, they can focus on what they 

can know—namely, how a single stock price varies over time and how 

that variation relates to the price variations of other stocks. Economic 

agency thus meant developing mathematical tools that took the random-

ness, or noise, of the market as a whole into account and generated value 

by relating different aspects of market noise to one another.

BEYOND FINANCE: POPULATIONS AND DERIVATION IN 

PLATFORMS, BRAIN MINING, AND POPULATION BIOBANKS

In our third section, we will document the specific genealogy of assump-

tions, techniques, and technologies that enabled Black and Scholes to 

approach markets, options, and value in this way. However, since their 

option pricing equation may appear rather distant from the smart cit-

ies, phones, and other systems that are the subject of this book, we first 

outline through a series of brief examples the extent to which Black and 

Scholes’s approach to derivatives and markets is structurally identical 

to the derivative logic of many other contemporary systems in which 

smartness is more clearly at play. In each of our examples below, value is 

generated through three key operations also central to the Black-Scholes 

approach to options pricing: (1) a potential source of value is located in 

activities in a large population that were otherwise understood as simply 

noise or waste, (2) a technological platform capable of linking and sur-

veying the noisy or wasteful activities of the entire population is estab-

lished, and (3) a new source of value is established by mining what was 

earlier understood as noise or waste. In each example, there is an effort 

to optimize a specific realm of activity. However, because noise is under-

stood as ineradicable, optimization is understood as always provisional 

and hence interminable.
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PLATFORMS

The innovation of the Black-Scholes option pricing equation was to seek 

value not in the valuable asset itself but rather in the noise of the mar-

ket as a whole. In the same way, smartness aims to derive value from 

noise or waste in existing systems—or, more precisely, to create new sys-

tems on the basis of the noise or waste in existing systems. Nick Srincek 

and Shoshanna Zuboff have noted ways in which big data and artifi-

cial intelligence platforms often bring together two existing systems so 

that a third party can take advantage of waste in each of those existing 

infrastructures—that is, translate waste into surplus capacity, or value—

and do so by linking members of a population to one another in new 

ways.14 The ride-sharing company Uber, for example, was built on the 

model that although many people own cars that can hold multiple pas-

sengers, most people either do not drive those cars most of the time or 

drive them without any other passengers. At the same time, other peo-

ple need to get to roughly the same location as the driver. Traditional 

licensed taxi services provided one solution to this problem by establish-

ing a specific subcategory of cars and drivers who transport passengers. 

From the perspective of a licensed taxi system, the fact that a population 

of non-taxi cars and non-taxi drivers also existed was irrelevant; that is, 

this constituted noise from the perspective of the taxi system.

Uber’s innovation was to treat that noise as a potential source of value 

and to see the population of non-taxi cars and non-taxi drivers as in fact 

wasted seats and drivers. In order to translate that waste into value, Uber 

had to create a platform to reconfigure the population of non-taxi cars 

and non-taxi drivers as quasi-taxi drivers and quasi-taxi passengers. Uber 

does not make the cars or the roads upon which the cars drive or even 

directly hire the drivers. Rather, it provides an interface (a platform) that 

transforms unused private cars and seats into supply, which can then meet 

(or, arguably, create) a previously unmet demand for auto transportation. 

Uber does this in the name of optimizing transportation. However, this 

form of optimization differs significantly from the kind of optimization 

that would occur in a closed system, such as that of licensed taxis, since 

the number of drivers and cars within the Uber system varies constantly.15

Lodging-sharing company Airbnb functions in the same way. For most 

of the twentieth century, residential homes and rental properties were 
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understood to be completely separate kinds of accommodations: individu-

als lived in residential housing and vacationed or worked briefly in vacation 

or corporate housing. From the perspective of the vacation and corporate 

rental market, the fact that a residence was architecturally and functionally 

similar to a rental property was irrelevant. The innovation of Airbnb was 

to treat this noise as a form of waste that could be turned into value. The 

Airbnb model assumes that residences should be understood as potential 

vacation or corporate work properties that are not being used to full capac-

ity (for example, when someone leaves a residence to go on vacation or a 

work trip). The Airbnb platform derives value from this waste by creating a 

population-level system of lodging seekers and lodging renters.16

MINING MENTAL NOISE

This search for value-creating platforms also occurs at the subjective and 

psychological scale. As media scholars such as Melissa Gregg and Johannes 

Bruder have noted, periods of unconsciousness, such as sleep, as well as 

moments of seeming nonproductivity are now understood as sites of poten-

tial value. The ability to approach mental states and activities in this way is 

in part a function of the tendency of neuroscientists to understand brains 

as composed of populations of networked neurons. These neuronal popula-

tions are presumed to have evolved to enable humans (and other animals) 

to engage aspects of their environments—for example, to learn to recognize 

threats and food by first distinguishing very primary forms of differences 

among elements of the environment (for example, edges and trajectories of 

objects). These basic neuronal structures evolved over the course of several 

million years of human prehistory and presumably have not changed at all 

over the last several thousand years. However, some neuroscientists have 

proposed that skills that are both recent and clearly cultural in nature—for 

example, reading and writing—in effect capitalize on aspects of the existing 

neuronal infrastructure in order to develop a new skill.

Collège de France neurobiologist Stanislas Dehaene, for example, pro-

poses that the capacity to read letters “recycles” a more primary capacity 

of the human brain to recognize objects. Dehaene suggests that all writing 

scripts employ shapes, such as corners and vertices, that “constitute use-

ful invariants for recognizing objects” and that when “we learn to read, 
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part of this neuronal hierarchy converts to the new task of recognizing 

letters and words.”17 Dehaene describes this as “neuronal recycling” and 

notes that he draws in part on the French sense of se recycler as “students 

or employees who take a refresher course or train for a new job bet-

ter adapted to the job market.”18 The recycling of neurons that enabled 

reading and human culture more generally thus turns out, in Dehaene’s 

account, to be an example of the way in which waste within an existing 

population of neurons could become the basis for a new capacity. That 

is, if a human neuronal population no longer needed to look for threats 

and food every moment, it could use that same mental architecture, in 

combination with a system of written symbols, to enable another skill 

also based on identifying objects (namely, reading and writing).

Reading and writing emerged long before neuroscientific knowledge 

of brain architecture. The hope of many neuroscientists, however, is that 

knowledge of this brain architecture will enable the discovery of new forms 

of mental waste and, as a consequence, the extraction of new forms of value. 

Bruder notes, for example, that mindfulness exercises, self-monitoring and 

self-improvement, meditation, and daydreaming have been recast in the 

cognitive sciences and neurosciences as periods during which brains can 

optimize their mental populations to become more efficient and produc-

tive. Even dreams, Bruder notes, are understood as sites of value by the 

creativity industries because they allow the worker to recuperate and work 

better. Science ceases to view these times and states as wasteful and ren-

ders them productive by developing systems that relate noisy off time to 

the time of work. Employers are urged to allow workers to take time off, 

to enter wandering states, and to encourage meditation and other prac-

tices. A plethora of apps, which claim to manage everything from sleep to 

meditation, have emerged.19 These apps seek to optimize—that is, extract 

algorithmically—value from what would earlier have been understood as 

noise, depleted resources, or waste among neuronal populations.

POPULATION-LEVEL BIOBANKS

As we noted in chapter 1, the goal of so-called individualized medicine—

namely, orienting therapies and drugs toward the unique physiology of an 

individual—is only possible, paradoxically, on the basis of a huge volume 
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of population-level biological samples and data. Creating a comprehensive 

set of deep medical files on hundreds of thousands (or better, millions) of 

individuals allows researchers to locate both common and uncommon 

relationships among a wide variety of biological differences (e.g., genetic 

differences) and intentionally chosen activities (e.g., smoking, exercising) 

and then to slot a patient into one of those individualized profiles. The 

key difficulty of this approach, not surprisingly, is developing the huge 

database of medical samples and information necessary for this work.20

In this case, too, success has depended upon revaluing samples and 

patient information previously understood as waste. In some cases this 

has meant relabeling an existing sample collection. The Austrian national 

health-care system, for example, retained biopsy samples from patients so 

that those samples could later be consulted if an individual patient’s con-

dition changed. The fact that the biospecimen preservation system that 

held patient X’s biopsy samples also held millions of other patient samples 

was simply noise, at least from the perspective of an individual patient 

(i.e., the only samples that were relevant for a patient and their doctor 

were the patient’s own samples). However, in the early 2000s researchers 

realized that if they linked the individual biopsy samples and associated 

medical records to one another, what had been noise from the point of 

view of an individual patient would become a source of value from the 

point of view of a population.

In other cases, this kind of revaluation of waste has occurred around 

clinical procedures. For example, researchers at the Vanderbilt University 

Medical Center in Nashville, Tennessee, realized that blood samples col-

lected during regular care in patient clinics could be revalued as a site of 

potential biobank specimen collection because only some of the blood 

drawn for a clinical test was actually used and the rest was discarded. If 

the portion usually discarded could instead be included within, or ana-

lyzed for, a biobank, and the patient records associated with each biosa-

mple updated every time the patient visited a medical center clinic, an 

enormous biobank would be created fairly quickly. In this particular case, 

the decision was made to optimize the system and resources by retaining 

only genetic information from the sample. However, in other cases the 

entire tissue specimen itself is retained since one never knows which part 

of the sample—genetic information? proteomics? and so on—may be rel-

evant and hence a source of value.
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Each of these examples—the Black-Scholes option pricing model, the 

Airbnb and Uber platforms, cognitive mining, and population-level bio-

banks and individualized medicine—derive from completely different 

discourses and interests. Yet all four share a common logic. In each, a 

new system includes and revalues what was apparently noise or waste 

from the perspective of an earlier system and connects an entire popula-

tion of members within this new system in order to enable the mining of 

that noise or waste. In the case of Uber and Airbnb, this means connect-

ing a traditional rental car or vacation property model, respectively, to 

the much larger populations of car and housing accommodation owners 

or renters; in the case of cognitive mining, it means capturing and man-

aging the noise of off-work neuronal population time to increase work 

productivity; in the case of biobanks, it means revaluing waste specimens 

and medical records and linking these to one another so that research-

ers can look for regularities within an entire population of samples and 

patients. And in the case of the Black-Scholes option pricing model, it 

meant treating the up-and-down movements of one stock, in relation-

ship to all other stocks, not as irrelevant noise but rather as noise that 

enables two parties to agree on a price for an option on a stock.

GENEALOGY OF BLACK-SCHOLES

Each of these examples makes its specific mode of extraction, or mining, 

reliant on derivation in the sense that the source of value is dependent 

on an otherwise independent asset. In the case of Uber and Airbnb, rental 

value can be extracted from underlying car or accommodation ownership; 

in the case of brain-state mining, one manages brain states that (presumably) 

occur for independent biological reasons; in the case of the population 

biobanks examples above, value is extracted from samples obtained for 

independent clinical purposes; and the Black-Scholes option pricing model 

creates an option value that derives, but is separate, from the underlying 

stock price. While the Black-Scholes option pricing model is in a sense sim-

ply one among these many contemporary structures that link extraction 

and derivation, the fact that the option pricing model emerged earlier than 

these other examples, and instantiates derivation in an especially literal 

financial sense, allows us to use this model to clarify the assumptions about 

agency and temporality at work in all of these examples.
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The Black-Scholes option pricing model and Black’s emphasis on noise 

were one response to economic changes that grew out of the geopoli-

tics of the late 1960s and early 1970s. For almost 25 years after the end 

of World War II, the United States enjoyed uninhibited expansion and 

economic growth. A series of postwar agreements, including the Bretton 

Woods international currency agreement (which stabilized international 

currency exchange rates), the Marshall Plan (which provided huge loans 

to European countries to assist with postwar rebuilding in exchange for 

increased dependence on a US-led global order), and the opening of the 

oil fields in the Middle East, supported an unprecedented increase in the 

American standard of living, the rise of a carbon-based, consumer-based 

economy, and a demand for US dollars and US products. Yet this system 

began to show signs of strain in the mid-1960s as the Bretton Woods sys-

tem of international currency exchanges began to fray, and economists 

debated how best to resolve currency exchange volatility problems. The 

international currency exchange problem came to a flash point in the early 

1970s with the official end of the Bretton Woods agreement. At roughly 

the same time, the 1973 Yom Kippur War between Israel and its Arab 

neighbors, and the subsequent announcement by the Organization of 

Petroleum Exporting Countries (OPEC) of an oil embargo on nations sup-

porting Israel’s position, further exacerbated global financial volatility. 

OPEC also cut oil production and raised oil prices, which led to a huge 

surplus in US petrodollars and even more volatility in currency and com-

modity markets.21 Corporations with complex logistical enterprises were 

especially vulnerable to disruptions and devaluations of currencies and 

supply chains. This era of reduced or even degrowth was accompanied by 

the publication of The Limits to Growth (discussed in chapters 1 and 2), 

which increased awareness of impending environmental disaster and the 

uncertainty that economic growth could continue.22

In this context, it is perhaps not surprising that an epistemology of 

uncertainty emerged in finance (and also within ecology, as we docu-

ment in chapter 4). Within economics and finance, this epistemology of 

uncertainty contested an earlier consensus among economists about the 

need for certainty and what was thought to be its corollary, economic 

stability. Directly after World War II most economists—especially those 

influenced by John Keynes—thought it vital for economies to remain 
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stable: the good economy was one without volatility, or at any rate one 

that returned to its baseline growth curve. Government intervention was 

focused on avoiding the sort of economic volatility that had shaped the 

1920s and 1930s and had led to the rise of extremist politics in Europe. 

Neoliberals, liberals, and even Socialists and Marxists had all inherited 

from early eras the fantasy that chance could be tamed by statistical rea-

soning and science. Yet by the late 1960s and early 1970s, this no longer 

seemed like an achievable goal to economists such as Black and Scholes.23 

Counter to the geospatial claims made by the territorial understanding 

of capital and eighteenth- and nineteenth-century colonial and imperial 

economies, economists such as Black and Scholes no longer believed that 

it was possible—or, more to the point, useful—to know fully the space of 

the economy. The market not only contained ineradicable noise but was 

itself only possible because of noise.

If markets were irredeemably noisy, then knowledge of markets had to 

aim not at mastery, but rather at hedging risks (for example, risks of large 

changes in currency and commodity prices). This intuition was shared 

even by neoliberal economists who believed that, in principle, the mar-

ket could be both known and stabilized. The Chicago neoliberal econo-

mist Milton Friedman had always asserted that markets could in principle 

share information perfectly. However, in 1971, as we also discuss in chap-

ter 4, he argued in “The Need for Futures Markets in Currencies” that the 

collapse of the Bretton Woods currency exchange system had “creat[ed] a 

major need for a broad, widely based, active, and resilient futures market” 

in currencies.24 Friedman argued that such a future market would not 

destabilize the global economic order but rather ensure its stability and 

resilience. But where Friedman simply proclaimed the need for such a 

market, Black and Scholes actually produced new derivative technologies 

predicated on volatility, noise, and uncertainty. They also recognized that 

such techniques cannot control the future but must instead aim at the 

more modest goal of rendering ultimately unknowable markets resilient 

to shock.

Yet even as the demand for automated arbitrage and derivative pricing 

models may have emerged indirectly from geopolitical realities, the inspi-

ration for Black-Scholes’s technology came from computers and the social 

sciences. Their world of subjective knowledge, market uncertainty, and 
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imperfect information refracted a broader reconceptualization of intel-

ligence that took place in the artificial intelligence and machine-learning 

sciences. It is not a coincidence that Fischer Black’s degree was in artificial 

intelligence, rather than economics. His concepts of agents and decision-

making were influenced by Herbert Simon and Allen Newell, both artifi-

cial intelligence pioneers with whom Black had initially hoped to work.25 

Black’s attitude to decision-making expressed what many of these earlier 

pioneers in computing had begun arguing in the 1950s—namely, that our 

markets and machines would work better if we ceased to think of ourselves 

either as omniscient rational decision-makers or as Freudian beasts of irra-

tional desires and instead embraced our limited abilities to comprehend 

the world by focusing on actions, not thoughts.26 The model implemented 

in the Black and Scholes option pricing equation reveals a powerful distrust 

of human decision-making and even a distrust of human consciousness. 

Their computer model to automate arbitrage assumes a certain representa-

tional failure in the economic logics of both free-market rationalism and 

Keynesianism.

To illuminate how this understanding of decision-making and change 

both draws upon, but also departs from, its game-theoretical predeces-

sors, we focus on how “agency” became “the agent” in economics. Black 

and Scholes’s equation was derived from cybernetic and game theoreti-

cal notions of rationality. Working at MIT, Black, Scholes, and Merton 

all had significant exposure to the emerging cybernetic discourses and 

computer sciences. Black in particular was interested in figures such as 

cybernetician and MIT-based mathematician Norbert Wiener.27 Wiener 

had worked on Brownian motion and had introduced concepts of ther-

modynamics and probability into the concept of communication. He is 

most renowned for popularizing the term “cybernetics,” understood as 

the sciences of communication and control. Fischer and Scholes were 

both deeply invested in utilizing the ideas of physics and communication 

inherited from these sciences.

Their concept of decision-making emerged from these sciences, espe-

cially game theory, which sought to provide a means for predicting the 

future even in the absence of specific knowledge of an adversary’s deci-

sions. At the heart of their reformulation of how futures can be predicted 

was the economic theory first advanced in Theory of Games and Economic 
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Behavior, published in 1944 by John von Neumann, a Princeton math-

ematician and head of the Manhattan Project’s mathematics division, and 

economist Oskar Morgenstern.28 As Daston and her coauthors note, Theory 

of Games and Economic Behavior embodied and forwarded a new form of 

human intelligence, which they call “Cold War rationality.” They define 

this form of rationality as “formal, and therefore largely independent of 

personality or context,” which meant that it was committed to creating 

steps or algorithmic processes for decision-making and aspired to render 

a decision-making process rule bound and mechanically automatable.29

The postwar social sciences were repositories of these techniques, 

which transformed what had once been questions of political economy, 

value production, and the organization of human desire and social rela-

tions into questions of algorithms and communication. Postwar neoliberal 

economists, for example, began to approach markets not primarily as 

sites of production, distribution, and consumption but rather as mecha-

nisms by means of which information is managed: for these theorists, the 

most fundamental operation of the market is the coordination of data, 

and the economic agent is not a reasonable decision-maker but a rational 

processor of information.30 Politics, for its part, was not something sepa-

rate from market information coordination but simply another mode of 

the same dynamic. As Kenneth Arrow—Nobel laureate, Stanford econo-

mist, and leading proponent of rational-choice decision-making theory—

wrote in Social Choice and Individual Values (1951),

In a capitalist democracy there are essentially two methods by which social 
choices can be made: voting, typically used to make “political” decisions and 
the market mechanism, typically used to make “economic” decisions. In the 
following discussion of consistency of various value judgements as to the mode 
of social choice, the distinction between voting and the market mechanism will 
be disregarded.31

Though he was writing in support of democracy, Arrow nevertheless 

signaled the compression of economics and politics by way of a dis-

course of “choice” and “information.” These algorithmic logics thus 

also meant a transformation of the way in which politics was under-

stood and an erasure of political economy in the social sciences in favor 

of an interest in concepts and methods that could be used across mul-

tiple disciplines.32
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Importantly, though, the calculative agent of game theory was still 

capable of expertise, which game theorists understood as equivalent to the 

capacity for optimization.33 The key concern for cyberneticians and game 

theorists was the moment of decision-making, such as the moment of 

pressing the nuclear button (or, to take a more mundane example, choosing 

to buy an option). Game theorists focused on decision-making as a pro-

cess and event that could be perfected. This presumed that “problems”—

that is, something about which a decision needed to be made—could 

still be measured and bounded in time and space; end points could be 

measured; and one could calculate with precision the minimax solution 

to the problem.34 Theorists such as von Neumann and Morgenstern never 

fully expelled the reasonable subject, and in fact maintained the model of 

an agonistic, singular, and locatable agent.

Black and Scholes, by contrast, eliminated any residue of the reason-

able agent, and did so on the basis of one of the competitors of the fan-

tasy of the technical decision-maker that had emerged in the 1940s and 

1950s—namely, the idea of a networked form of intelligence. Where game 

theory focused on immediate decisions and was oriented toward the ratio-

nal, data-driven decisiveness of the noncontemplative technocrat, Black 

and Scholes’s alternative conception of intelligence, which set the ground-

work for contemporary smartness, took some of its methods from game 

theory but suggested a different type of rationality, one invested in popula-

tions of agents working parallel to one another. If orthodox game theory 

was the way in which the field of economics “became a cyborg science,” to 

use Philip Mirowski’s felicitous phrase, this alternative approach to game 

theory and intelligence was how economic practices, such as the Black-

Scholes option pricing equation, became cyborg technologies. In the emer-

gent fields of finance, artificial intelligence, and business administration, 

the concept of rationality began to take on a new organizational form, and 

it was this latter lineage that proved so important for Black and Scholes.

In chapter 1 we described the version of this approach developed by 

Friedrich Hayek in the 1950s in his account of “the sensory order.” Hayek 

posited a new type of networked intelligence that would permit a syn-

chronization between individual nervous systems and the market system: 

a neurosocial model for economics. Hayek’s conception of a networked 

intelligence market was grounded in the work of the psychologist Don-

ald Olding Hebb, as well as Hebb’s predecessors, cyberneticians Warren 
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McCulloch and Walter Pitts, who introduced the idea that neurons could 

be made analogous to logic gates and thus could be statistical calculating 

machines. In 1949, Hebb published The Organization of Behavior, which 

was to become one of the most famous and cited books in psychology (its 

impact in the field has been compared to that of Darwin’s Origin of the 

Species). Hebb’s research presented a new concept of the brain—the pre-

decessor of what is now called “neuro-plasticity.” His model was intended 

to counter the behaviorist approach to the brain, which posited direct 

correlations between “stimuli” and “reactions” (for example, Pavlov’s 

famous dogs, which automatically reacted to the stimulus of food by sali-

vating). Behavioralism implied that certain parts of the brain were wired 

to perform certain functions and that thought was merely a reaction to 

sensory data gathered by an organism’s organs of perception.35 For Hebb, 

these behavioralist premises were countered by the fact that when sec-

tions of the brain were removed or injured, either by accident or through 

an experiment, mental capacities or bodily functions that were initially 

disrupted would in some cases return or could be relearned. This sug-

gested to Hebb that thought was the result not of hard-wired connections 

but rather of connections among neurons that were established during 

the course of an organism’s experience—or, as his theory is often sum-

marized, neurons that “fire together, wire together.”36

The Hebbian brain model was in this sense a stochastic theory of mem-

ory and storage. The Hebbian brain was stochastic in the sense that the 

specific configuration of a neural net in an individual organism—those 

specific neurons that, because they fired together, wired together-—could 

differ from individual to individual, or even in an individual across time. 

As a consequence, an individual with a brain injury could regain some 

functions associated with the injured area if another part of the brain 

could rewire itself to take on that function. This meant in turn that per-

ceptions and cognitive activities were not stored as discrete “content” 

in some vast brain database, along the lines of the infinite archive of 

the Freudian unconscious; rather, the brain stored a process, or architec-

ture of neural nets, and not specific pieces of data. A particular stimulus 

triggered a specific group of neurons to fire together, and this resulted 

in memory, action, or thought. That pattern could also “backpropagate” 

(i.e., fire in the absence of the external stimulus), which would result 

in the same perception, thought, memory, or imagination. This model 
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explained classic cases of the recognition of a “gestalt” (complete form), 

in which the brain learns to complete an image or identify objects despite 

receiving only partial inputs or elements of that whole.

As many observers have noted, Hebb’s model of learning was also a 

model of brain “programming.” If intelligence could never abstract itself 

from its environment, this implied that if one could exert complete con-

trol over an environment, one could in principle program the brain. In 

1950 Hebb tested this implication of his theory of the brain through sen-

sory deprivation studies, which were sponsored by the Canadian Defense 

Research Board at McGill University in Montreal.37 Alfred McCoy and 

Naomi Klein have documented the CIA’s interest in these studies, and 

Klein has linked the CIA’s use of Hebb’s model of brain plasticity to what 

she calls the shock doctrine. This doctrine names the attempts of neoliberal 

theorists in the 1970s onward to apply Hebb’s theory politically by employ-

ing social crises as “shocks” that could serve as occasions for “rewiring” 

social institutions along neoliberal principles. One of Klein’s key examples 

was the 1973 military coup in Chile, for which neoliberal economists served 

as advisers, and which aimed to rewire both the psychology of the Chilean 

people and their institutions so that both would correspond better to what 

neoliberal theorists understood as the economic reality of human social 

relations.

Yet Hebb’s suggestion that brains could never be divorced from their 

environments had two further implications, which tended to undercut 

the neoliberal approach to shock and reprogramming and were both 

arguably more important for the expansion of financial markets that 

began in the 1970s. First, if a brain’s specific neural nets were always a 

function of its environment, this also meant that its access to “objec-

tive truth”—that is, truth understood as independent of context—was 

either always limited or in principle impossible. Second, Hebb’s theory 

also stressed that if the brain could be “programmed,” it was only because 

the brain was more fundamentally always engaged in learning. These two 

implications—that objective truth was impossible and that the brain was 

always learning—suggested that intelligence should be understood not 

as an ability to locate objective truths but rather as the ongoing ability to 

adjust the organism to an ever-changing environment.

This Hebbian understanding of the brain as stochastic, networked, 

and ecological informed the development of one tradition of artificial 
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intelligence models. Both Hebb and Hayek, for example, were cited by 

Frank Rosenblatt in his development of the perceptron model, discussed 

in chapter 1. The perceptron was the first model of layered neuronal nets, 

and this model grounds contemporary machine-learning methods, includ-

ing back propagation and deep-learning methods. Rosenblatt’s model 

produced a concept of intelligence that inhered in populations and in 

probability; that is, it made learning a statistical and an environmental 

process that pooled decisions from populations in order to allow a sys-

tem to adapt and learn. This approach mirrored Hebb’s understanding of 

individual psychology and Hayek’s conception of the parallel structures 

of nervous systems and markets.

These principles were extended in the artificial intelligence and finance 

fields in the 1950s and 1960s and articulated there as new concepts of 

organizational management and organizations. The work of psychologist 

and organizational theorist Herbert Simon exemplifies this transforma-

tion. Simon, who worked primarily at Carnegie Mellon University in the 

business school, sought to apply psychology, communication theories, 

computing, and cybernetics to the study of organizations and business. 

He was also a central figure in developing artificial intelligence through-

out the 1950s and 1960s. A close compatriot of those developing models 

such as the perceptron, Simon sought to rethink the nature of decision-

making and change in organizations along these same lines.

In 1955, Simon was working temporarily at the RAND Corporation. 

RAND was created after World War II by the US Air Force to introduce 

operations research and game theory into predictive modeling, policy, 

and strategic planning. Simon, then working on administrative behav-

ior, concluded that organizations rarely act in ways that conform to clas-

sic ideas of rationality. The rules by which organizations made decisions 

were often idiosyncratic and failed to conform to minimax solutions, and 

organizations themselves often failed even to define shared problems or 

goals. Organizations, in short, were noisy, complicated, and unpredict-

able. Simon wrote that

Recent developments in economics, and particularly in the theory of the busi-
ness firm, have raised great doubts as to whether [its] schematized model of 
economic man provides a suitable foundation on which to erect a theory. . . . ​
I shall assume [therefore] that the concept of “economic man” (and I might 
add of his brother “administrative man”) is in need of fairly drastic revision. . . . ​
Broadly stated, the task is to replace the global rationality of economic man 
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with a kind of rational behavior that is compatible with the access to informa-
tion and the computational capacities that are actually possessed by organisms, 
including man, in the kinds of environments in which such organisms exist.38

Simon objected to the concept of “economic man” primarily because the 

rationality it purportedly possessed and employed assumed a separation 

between the organism and its environment, and thus presumed that the 

subject could process information about its system without the subject 

being part of, or inside, that system. He later explained his theory as 

emerging from his awareness of the “acute schizophrenia” that char-

acterized the social sciences, for the latter approached individuals both 

as omniscient rational actors with full access to all the relevant infor-

mation and, simultaneously, as affectively driven, ignorant beasts that 

were guided only by oedipal complexes and pleasure principles. Perhaps, 

Simon suggested, cybernetics made possible a compromise between these 

positions. Simon imagined a new subject that was capable of making 

systematic and apparently “optimized” decisions following preset rules 

but was no longer reasonable and rational in a nineteenth-century sense 

of possessing a perceptual field that was external to the environment in 

which the individual was located.

One consequence, though, was that this subject was incapable of 

objectivity. “We must be prepared to accept the possibility,” Simon wrote, 

“that what we call ‘the environment’ may lie, in part within the skin of 

the biological organism.” Organisms are bounded by their physiology, 

biology, processing capacities, and access to information. Yet organisms 

are still often rational in the sense that they are capable of making sys-

tematic, discrete decisions that are based on a logical order with set end 

points. Even nonreasoning subjects can act algorithmically—and often 

need to do so precisely because they lack an outside perspective on their 

situation.39

In coming to these conclusions, Simon essentially replicated Hebb’s ear-

lier psychological experiments on sensory deprivation at an organizational 

level. He recognized that intelligence is fundamentally environmental and 

can be impacted and managed only by understanding its systemic nature. 

In the 1960s, Herbert Simon elaborated on this vision of an agent through 

the figure of the ant. The ant, he argued, is only as intelligent as its envi-

ronment, in the sense that it is coupled intimately with the exterior world, 

and its choices are determined as much by that outside environment as 
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by the internal workings of its nervous system. The ant “deals with each 

obstacle as he comes to it; he probes for ways around or over it, without 

much thought for future obstacles.”40 For Simon, the payoff for revising the 

concept of agency in this way was to reframe cognitive intelligence as the 

production of situations and patterns for actions, rather than understand-

ing intelligence in terms of paradigms of language or consciousness. Per-

ception and cognition become simply modes of ant-like probing, and the 

idea of intelligence becomes the sum of small contextual decisions (rather 

than, for example, the comprehension of concepts). The orienting dream 

of this approach is a self-organizing system that emerges from small, 

rational (but not necessarily “reasonable”) decisions made by very simple 

agents. Where liberal subjectivity had assumed a Cartesian separation of 

figure from ground—for example, neoclassical theories of price and mar-

kets presumed that an economic agent can model and know objectively 

the entire market—Simon called these assumptions into question.

Above all, Simon called into question both rational-choice decision 

theory and Milton Friedman’s brand of neoliberalism by arguing explic-

itly that theories that propose clear solutions for delineating minimum-

maximum “optimal” solutions fail to account for the complexity of the 

real world. As Simon noted, the “classical theory of omniscient rational-

ity is strikingly simple and beautiful,” and

it allows us to predict (correctly or not) human behavior without stirring out 
of our armchairs to observe what such behavior is like. All the predictive power 
comes from characterizing the shape of the environment in which the behavior 
takes place. The environment, combined with the assumptions of perfect ratio-
nality, fully determines the behavior. Behavioral theories of rational choice—
theories of bounded rationality—do not have this kind of simplicity. But, by 
way of compensation, their assumptions about human capabilities are far 
weaker than those of the classical theory. Thus, they make modest and realistic 
demands on the knowledge and computational abilities of the human agents, 
but they also fail to predict that those agents will equate costs and returns at 
the margin.41

Simon suggested that the neoclassical economist’s belief that he could 

describe the market environment completely was false and therefore offered 

a false predictive capacity. By making the subject slightly psychotic and inca-

pable of assigning itself a set coordinate in space and time, Simon sought 

to develop an approach that could better model larger-scale behaviors, 

such as that of organizations, in algorithmic and logical terms.42



146	C HAPTER 3

Simon’s organizational application of Hebb’s theory of the brain pro-

vided the conceptual framework for the development of option markets 

and the Black-Scholes equations in the 1960s and 1970s.43 Simon antici-

pated that even if the possibility of complete information is removed, 

one can still create markets, though the mathematics required for such an 

endeavor will not conform to the logical parameters and rigor of the previ-

ous era’s calculative standards. Proof might not be definitive, and desires 

and intuitions might remain outside of logical calculation, but behavioral 

actions could still be calculated and programmed. More importantly, the 

disjuncture between the micro and macro levels of behavior—that is, the 

discrepancy between what individuals think they do and what networks 

actually manifest—was an opportunity to import the equations devel-

oped by physicists like Norbert Wiener into finance.44 As the Swedish 

economist Axel Leijonhufvud has put it, “the Economic Man has given 

way to the Algorithmic Man”—even in economics.45

This algorithmic or networked intelligence, Simon argued, might make 

perfect prediction impossible for microeconomic theories and theories of 

the firm, but one could still account for stochastic processes. However, 

doing so required a shift in method toward processual and data-driven 

management tactics, which for Simon were linked to “design,” or what 

he later called the “sciences of the artificial.”46 Simon suggested that 

design was a process, which produced not documentary truths about an 

existing world but rather artificial facts and desired outcomes. He empha-

sized, moreover, that the theories and practice of business management 

must understand organizations as dynamic, evolving, and unpredictable. 

By the 1970s, a term like “wicked problems” had come to exemplify the 

type of issues facing management. Wicked problems were both problems 

without clear solutions and for which the specific problem to be solved was 

difficult to define. Engineers, designers, and business managers regularly 

encountered wicked problems, which included issues such as the complex-

ity of urban crisis, environmental degradation, and geopolitical conflicts.47

In finance, this networked agent created a new technology: computa-

tionally driven derivatives markets. Like ants, traders can learn and make 

locally optimized decisions that correspond to their limited perspec-

tive. And as in the case of ants, it is the milieux or ecology—in this case, 

the ecology of the market—that ultimately shapes how the future will 

develop and change. Intelligence is networked, evolutionary, and noisy.



Excursus 3.1

Smart Extraction

Though our use of the terms “extraction” and “derivation” may sometimes 

seem figurative, the operations we describe above have also reconfigured lit-

eral mineral extraction and mining. This is evident, for example, in methods 

of gold mining in Quebec, Canada. As a geoengineer who worked at one of 

these mines confided to one of this book’s authors (Halpern), “Quebec is for 

mining, what Switzerland is for banking . . . ​a free trade zone.” The mine itself 

appears as a new form of zone and possibly vision of the planet’s future: a 

landscape of automated infrastructures and communications systems dedi-

cated to fueling commerce (see figure 3.2).48

Physically, the mine is a vast expanse of land. The pit itself is approxi-

mately 4 kilometers wide, and the entire mining field is 23 square kilome-

ters. Yet despite its seeming industrial materialities, it is also a landscape of 

automation and smartness. Vast machines lumber through the space, carrying 

their rocks in stately, well-timed rhythms (see figure 3.3). These behemoths 

are perfectly syncopated with one another by means of a Caterpillar soft-

ware platform that tracks their movements, records the load amounts and 

speeds with which they carry their loads, and times their loading, unload-

ing, and maintenance. Each truck costs $3 million; each tire is 11 feet high 

and costs $42,000. The tires last for only eight hours of driving and then 

must be replaced. Though these machines dwarf human bodies, the fragility 

of these vast instruments seems prophetic, an omen of the limitations of 

both resources and time within which these mines operate.

The need for smart mining is a function both of the ownership conditions 

placed on the land and the paucity of gold to be found there. The mining cor

poration is only granted a temporary deed to what ultimately remains Cana-

dian land (or, more accurately, unceded indigenous lands). The tenure of the 

deed is based on geological surveys that demonstrate the likelihood of valuable 

ore, and the tenure can be revised or extended only if the corporation can 

prove both the presence of additional deposits and the likelihood of addi-

tional value to the surrounding communities, environment, and economy. 

This particular mine, for example, is likely to be exhausted by 2026, which 

would mean that its entire life span was 15 years. At the same time, the mining 

company can expect to extract only one part of gold per million parts of rock; 

that is, the company digs and processes roughly one ton of rock (about 1 million 

grams) to locate one gram of gold. By the end of the mine’s life it will have 

produced 580,000 ounces of gold but 700 million tons of waste rock and 23 

square kilometers of tailings ponds (i.e., wastewater contaminated with chemi-

cals used to purify the ore) that pose terminal acidic threats to the surrounding 

environment (see figure 3.4).49 These limits on ownership and yield drive a 

constant effort to derive more value from the site. Every action is monitored, 

and every movement is optimized through sensors and live tracking of mine 

activity, 24-7: no stoppages allowed! The mine is constantly in action, moving 

in rhythms that Karl Marx might have labeled “metabolic.”
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3.3  Caterpillar trucks, Canadian Malartic gold mine. Source: Photo by Garrett Lock-

hart, August 4, 2017.

3.4  Tailings ponds, Canadian Malartic gold mine. Source: Photo by Orit Halpern, 

August 4, 2017.



Excursus 3.1 (continued)

The paucity of gold here, and the subsequent need to employ high-end 

technologies and computing to locate value in what would earlier have 

been considered waste, is not anomalous but rather the norm for many 

contemporary mining operations. This represents a significant shift in the 

nature of mining. The Canadian Malartic mine is located in a vast expense 

of land, the Canadian Shield, that stretches across Canada up to the Arctic. 

Millions of years ago, a glacier swept out the top levels of the earth, leaving 

the precious minerals and metals exposed, ripe for the picking, and this 

area is thus considered one of the richest regions for ore deposits on earth. 

Yet though it took millions of years for this site to emerge geologically, the 

easy pickings were depleted in only a few decades, and this dynamic has 

been repeated everywhere in the world. As a consequence, “there is no more 

easy mining on earth,” as the lead mine reclamation geologist at the site, 

Dr. Mostafa Benzaazoua, noted. He also suggested that even if we account 

for envisioned improvements in technology, all valuable metals and energy 

sources on earth will be depleted by 2155. Mining has therefore had to 

become smart through ever-more complicated relationships of chemistry 

and computation.50

Smartness is employed at every stage of mining, from discovery to extrac-

tion to refining. Discovering valuable ore deposits on a well-mined planet is 

difficult, and the search can no longer rely on the colonial appropriation of 

“undiscovered” land. Now airplanes and satellites provide initial information 

on rock formations, structures, and features, employing electromagnetic sur-

veys, ground-penetrating radar surveys, and often satellite imagery to locate 

possible resource fields. Enormous resources are expended in improving the 

ability of artificial intelligence systems to recognize potentially valuable for-

mations in both the energy and metal/mineral sectors, and much effort is 

expended on the simulation and modeling of geological formations. Once 

actual resources are discovered, extraction itself must also be optimized. 

Agnico Gold, the owner of the Canadian Malartic mine, has a new set of 

smart mining sites it is seeking to develop. At its showcase property, LaRonde 

Mine, also located in Northern Quebec a few hundred miles north, the min-

ing is no longer open pit. Most veins are paralleled by kilometers of tunnels 

beneath the surface, as the corporation attempts to follow the veins of ore 

and derive as much value as possible from the site. Digging large tunnels and 

holes is complex. In order to accomplish this, new levels of artificial intelli-

gence are applied to geological surveys and to simulation models of stability 

in the walls. The company has also added fully automated trucks and scoop 

trams and installed a new LTE-4G communication system in 2018, becoming 

the first mine in Canada to integrate full underground communications. This 

system permits drone and automated mining from remote locations.51



This logic of smart derivation from existing and limited resources continues 

in the refinement and actual extraction of the gold from the ore. When ore 

deposits were more plentiful, heat could be used to separate gold from rock. 

However, extracting gold from rock now requires cyanide, which binds with 

the ore and removes the gold. The same is true for most other metals, though 

different reagents are used; in our moment, all extraction has turned to chem-

istry in order to derive returns from impoverished deposits. As we noted above, 

this effort to extract more from less results in an increase in poisonous tailings 

ponds. Yet smart mining also “works,” in the sense that even as the quality of 

ore deposits has decreased, Canadian mines produced an estimated 183 tons of 

gold in 2018, representing an 88 percent increase over production in 2009.52

Standing at the edge of the Canadian Malartic mine, one can envision 

what it might mean to inhabit another planet. The human capacity to ter-

raform the earth at such scales is awe-inspiring, and this is underscored by the 

industrial and mechanical nature of the scene: no humans move in the pit, 

the truck drivers are invisible within their machines, and all other operations 

are automated. Yet the technical effort necessary to create such an architecture 

is not specific to mining, for this scene is replicated, in slightly altered form, 

in multiple other sites across the planet: in automated port facilities, procure-

ment centers, and manufacturing factories. The use of smart technologies is 

also the rule in most other extraction industries, especially oil markets, as well 

as real-estate markets, smart cities, and the development of personalized medi-

cine, to name just a few additional examples.53 And in each of these cases, 

the search for value among waste has as its necessary corollary both finan-

cialization and financial derivatives. As value must be located in diminishing 

current assets, future behaviors become the currency of the present, with the 

result that we are turning the planet into a derivatives machine.

One of the many ironies of gold mining is that after all the work of smart 

discovery, extraction, and refinement noted above most of this gold will be 

placed back underground. Mine engineers noted to one of us (Halpern), for 

example, that over 90 percent of the gold mined at Canadian Malartic will 

end up in bank vaults.54 The difference between the gold in the mine and the 

gold in the vault is that the latter can serve as a hedge bet against more vola-

tile derivative and futures markets. Even after the demise of the gold standard 

in the nineteenth century and the end of the Bretton Woods international 

monetary system in the early 1970s (the latter of which had been backed by 

US federal gold reserves), gold remains the standard benchmark for security 

in producing value. As of 2010, gold markets were among the largest debt-

hedging markets in the world (see figure 3.5). It is estimated that the deriva-

tive markets are betting on over 10 times the annual new mine supply of gold. 

The markets exceed the reality of production exponentially, setting prices and 

making bets far into the future.55 As of 2015, gold markets were considered a 

key portion of the sovereign debt markets. Gold often serves as a “hedge” for a 
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guarantor and a standard of value. Gold markets overshadowed national debt 

markets such as the Spanish debt market of the time and those of most other 

nations, and far overshadowed even equity investments and other hedge enti-

ties such as ExxonMobil and Apple.

In this sense, although the mines of Northern Quebec may appear to 

be hinterlands, they are in fact part of a planetary urbanization, to use Neil 

Brenner’s term.56 These mines, like their many sister installations in manu-

facturing, extraction, energy, and procurement, are an element of the global 

infrastructure of neoliberal economy, financialization, and globalization. 

Though located deep in a boreal forest, Canadian Malartic is hardly isolated 

from global exchanges of capital and information, for Toronto, which lies 
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3.5  Charts of gold markets as of 2010. Source: Bloomberg, Bank for International Settle-

ments, and World Gold Council, in Dickson Buchanan, “Just How Big Is the Gold Market?,” 

August 5, 2015, https://schiffgold​.com​/commentaries​/just​-how​-big​-is​-the​-gold​-market​/​.

https://schiffgold.com/commentaries/just-how-big-is-the-gold-market/


some 700 kilometers to the south, is the space that coordinates the “flows” 

of this mine. More specifically, the Toronto Stock Exchange (TSX) is home 

to one of the world’s largest financial markets—it is ranked the ninth-largest 

exchange in the world by market capitalization—and more mining, oil, and 

gas companies are listed on the exchange than any other.57 Founded in 1984, 

the TSX has grown to $3.256 trillion of market capitalization. This financial-

ization is the infrastructure for the folding of older extraction economies such 

as gold mining into the new smart and high-tech economy of the present. 

And, not coincidentally, Toronto is also an icon for smart city development, 

for it prides itself on being the symbol of the Canadian effort to turn industrial 

and extractive economies into artificial intelligence economies. The city regu-

larly touts itself as a center for start-ups and innovation, a dynamic fueled 

by a combination of finance and large government spending on university 

research infrastructures, particularly in science, engineering, and medicine.58

THE EPISTEMOLOGY OF DERIVATION

All of the derivation techniques we have described adopt a systemic, net-

worked—or perhaps better, ecological—approach to value. By this we mean 

that the focus is never on the underlying value of a single asset (whether 

that asset is a corporation, dwelling, neuron, or biospecimen, depending 

on the example) but rather on the relationship of the asset to a population-

oriented totality (generally a market). The key question for this approach 

is how an asset’s value changes in relationship to its risk environment. We 

describe this as an ecological approach to recall Simon’s emphasis on the 

fact that decision-makers cannot be separated from their environments or 

ecologies. As Simon also stressed, though, as a consequence one can never 

be sure if any given solution to a problem—for example, a prediction of 

future value—is optimal.

This approach to value is, above all, an epistemological shift. We find 

this same epistemological shift in other discourses: it appears, for exam-

ple, in the work of ecologist C. S. Holling on ecological resilience (chap-

ter 4), and in Hayek’s accounts of markets (chapter 1). The uncertainty 

central to this epistemology is a consequence of the noise to which Black 

referred and results in a concept of control that is defined as the ability 

to act upon, but not necessarily to know, the future. In fact, the inability 

to predict the future fully is what makes it possible to bet in the first 

place.
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Black and Scholes’s introduction of equations from thermodynamics 

into their pricing equations had the effect of naturalizing volatility and of 

enabling the randomness and the unpredictable nature of the market to 

be encoded into computational techniques. If Friedman still believed in 

stabilizing speculation, Black and Scholes introduced a technology that 

assumed that volatility is the norm and that, in order to price futures, one 

had to integrate models that described volatile phenomena such as the 

random movements of water molecules. By integrating stochastic pro-

cesses with random distributions, their model in effect combined two 

distinct and possibly even incompatible epistemologies, one drawn from 

statistics (and used, among other things, to measure aspects of popula-

tions in discrete units with norms) and one from the rise of thermody-

namics and indeterminacy in physics. While the other examples of this 

approach that we have considered here do not necessarily employ these 

same mathematical techniques, they are still premised on this contradic-

tory approach to value and the future.

This combination of two histories of knowledge and of evidence and 

truth—on the one hand, that of the positivistic science of economics and, 

on the other, that of cybernetic uncertainty—has important implications 

for our present. These technologies naturalize and obscure social relations 

by making it impossible to assign causality or linear temporalities to eco-

nomic events. While economists argue that risk is “out there in the world,” 

in fact an equation such as the Black-Scholes option pricing model situates 

volatility within the mathematics itself, and in this way makes risk ema-

nate from within, rather than from outside, the market. As Edward LiPuma 

and Benjamin Lee note, the Black-Scholes equation, by creating a situation 

in which cause and effect cannot be assigned, “mistakenly speaks about 

relational categories as though they were object categories. What this use of 

stochastic models thus conceals is the social processes that give rise to the 

phenomena.” More importantly, “risks become things” that then become 

tradable.59 When risk becomes autonomous, in the sense of becoming a 

tradable entity, this in turn displaces labor and the material world that 

underpins these derivatives as the site of value production. Not only are 

the material relations of production obscured; they are not perceived as 

sites of value at all, which also tends to encourage violence toward human 
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and other forms of life. The autonomy of risk—or, more accurately, the 

creation of uncertainty as a commodity—can only be achieved through 

a new level of automation in calculation, large data sets, and computer 

systems capable of projecting and building more complex forms of swaps 

and options.

A key shift that we have stressed in our discussion of the development 

of artificial intelligence and machine learning is the move from optimiza-

tion, as an act performed by fully rational or perfectly informed agents, to 

derivation, as the act of managing limited information in a broader market 

that one assumes cannot be fully represented or defined. Optimization 

requires a clearly delineated problem and parameters. Optimization and 

uncertainty are, as a consequence, not particularly good bedfellows (and 

optimization and fuzzy or ill-defined problems are even more difficult to 

force together). Yet one of the central features of the ideology of smart-

ness is its emphasis on optimization to facilitate the spatial and tempo-

ral binding of problems, even as it employs derivation to facilitate the 

ongoing analysis and management of complex systems without temporal 

or spatial end points. Optimization and derivation operate as a dialec-

tic that fuels the increasing and systematic penetration of computation 

into the environment. Problems are spatially contained via claims about 

optimization but speculatively unbound through financial instruments 

of derivation. In the smart city, for example, whether this is Songdo or 

Hudson Yards, the territory is assumed to be fully managed through big 

data and sensor penetration, as this will purportedly enable every city 

function, from electrical grids to water treatment to sewage, to be opti-

mized in terms of cost and energy. Optimization is equally at work in 

remote mines, as we noted in the preceding section. The spatial organi-

zation of the mine is managed through real-time analytics and optimi-

zation algorithms. Yet the limits in materials and ecology are managed 

through futures options markets and derivation. Derivation thus binds 

algorithmically managed territories with new ideas of networked intel-

ligence incorporated into financial technology. Smartness is the result of 

this combination of optimization and derivation.
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Excursus 3.2

Smartness, Finance, and Racial Capitalism

Understandably, the Black-Scholes equation has been discussed primarily 

within the history of finance and contextualized within the emergence in the 

1950s and 1960s of finance as a respectable (because finally “scientific”) spe-

cialty within the field of postwar economics.60 As our argument above suggests, 

such a frame is too limited for it obscures the links between this financial tech-

nology and the broader logic of derivation that we have described. It is thus 

tempting—but, we argue, ultimately also not correct—to address the deficits of 

too narrow context by resorting to the largest possible context. Cultural theorist 

Luke Munn’s account of the Black-Scholes option pricing model exemplifies this 

latter approach. He (along with several other cultural theorists) understands the 

Black-Scholes option pricing model as a particularly “sophisticated instanc[e]” 

of a long-running capitalist fantasy that “if space could be more comprehen-

sively captured and coded, it could be more intensively capitalized.”61

Munn connects the Black-Scholes option pricing model to earlier Dutch and 

British colonial overseas ship-financing practices, especially eighteenth-century 

British slave ship insurance. For Dutch and British merchants, overseas trad-

ing expeditions—whether they concerned slaves, cash crops, or manufactured 

goods—were risky endeavors: ships might make navigational errors, run out of 

food or water, or face difficult and dangerous seas, and the slave trade included 

the risk that the cargo itself might revolt. The high costs of such ventures meant 

that money had to be raised in bonds ahead of time, and investors began merg-

ing investments in less risky and shorter voyages with longer and riskier voy-

ages in order to hedge their bets (see figure 3.6). These charts enabled a new 

approach to territory, in the sense that space could be quantified and compared: 

the voyage from point A to point B was X times as risky as the voyage from 

point C to point D (with the time-based category of risk serving as the axis of 

comparison). As Munn has noted, this was perhaps the first truly zonal strategy 

for making the seas an abstract and rationalizable space.62

There are many differences between eighteenth-century ship insurance prac-

tices and the finance option market that interested Black and Scholes, includ-

ing the basic difference between insurance for a voyage and an option on a 

stock. However, Munn connects these practices through their shared logic of 

risk hedging, which underpins his thesis that there are “racialized inequalities 

coded within” this “core imperative to exhaustively capitalize space.”63 Racial 

inequality was explicit in the slave trade, but Munn argues that it is equally 

present in the Black-Scholes option pricing models. The Black-Scholes option 

pricing models made possible the credit default swaps that underpinned the 

housing market bubble and bust in the early 2000s, which in turn led to 

a global financial implosion beginning in 2008. As Munn notes, “Hispanic
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Direct Risks 1728–1729 1730–1731 1769–1770

Coastwise England £44,510 £27,193 £65,642

Baltic 11,980 16,320 33,054

North Europe 66,085 69,486 143,988

Spain and Portugal 134,632 76,337 263,545

Mediterranean 187,910 120,715 135,589

East Indies and China 66,020 82,750 36,127

North America and West Indies 203,514 221,637 131,996

Africa and West Indies 17,250 11,732 39,688

England and Ireland 6,015 4,650 18,565

Miscellaneous 14,575 0 15,769

Total £752,491 £630,820 £883,963

3.6  A geographical distribution of risk. Source: Arthur H. John, “The London Assurance 

Company and the Marine Insurance Market of the 18th Century,” Economica 25, no. 98 

(1958): 126–141.

Cross Risks (not touching England)

Coastwise Ireland £1,024 £100 £0

Ireland and Europe and Mediterranean 77,032 26,207 14,122

Ireland–North America and West Indies 3,353 3,755 3,644

Coastwise Europe and Mediterranean 117,592 104,098 85,686

Between West Indies and North America 6,115 23,505 705

Newfoundland–South Europe 13,650 13,275 4,640

Spanish and Portuguese Colonial Trade 58,850 64,150 42,360

French Colonial Trade 4,750 5,600 0

Miscellaneous 13,545 25,001 31,405

Total £295,911 £265,691 £182,562
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Excursus 3.2 (continued)

and African American neighborhoods were particularly targeted by predatory 

lenders—black homeowners were significantly more likely to receive high-

rate subprime mortgages than white, even after controlling for factors like 

income and education. . . . ​Consequently, these communities were some of 

the hardest hit by the recession.”64 For Munn, the many differences between 

eighteenth-century ship insurance and the computerized automation of high-

finance trading in the late twentieth and early twenty-first centuries should 

not obscure an abiding core commitment to using risk technologies to extract 

value from nonwhite populations.

Munn’s approach is a significant improvement over finance-specific accounts 

of the significance of the Black-Scholes model. Yet linking the Black-Scholes 

model to Black Atlantic slavery so directly—that is, seeing the former as simply 

an extrapolation of the former, rather than anything truly new—risks obscuring 

as much as it reveals.65 The first and most obvious point of distinction between 

the financial practices of Black Atlantic slavery and the new model of derivation 

inaugurated by the Black-Scholes option pricing model is the dependence of the 

latter on digital computing. This is a difference that makes a difference, for it has 

enabled modern derivatives to automate and integrate the circulation of capital 

and operate at new economies of scale. A second, and even more important, dif-

ference is that Black and Scholes’s epistemology—that is, their understanding of 

markets, agents, and risk—diverges significantly from the assumptions at play 

in eighteenth-century British slave ship insurance practices. Eighteenth-century 

British slave ship insurance pricing and Black-Scholes option pricing were, as 

Munn notes, both oriented toward risk and what we now call portfolios, which 

offset high with low risk. However, eighteenth-century British slave ship insur-

ance pricing was committed to knowing the true value of underlying assets in 

ways that the Black-Scholes option pricing model no longer presumes is even 

possible in the modern market.

The nature of contemporary racial injustice cannot be fully understood 

if this epistemological shift is ignored. It misses, for example, a key aspect of 

the dynamic that led to the subprime crisis—namely, the inscription of entire 

national populations into financialization by means of algorithms. Missing 

this point also means, we suggest, misunderstanding what it might mean 

to critique the modern world of noisy economies. The 2007 financial crisis 

was triggered by the collapse of a speculative bubble on subprime housing 

loans: that is, housing loans for which the risk that a borrower will default is 

judged to be above a certain threshold. Since the 1930s, the US government 

had explicitly encouraged and financially supported individual home buying, 

but for most of the twentieth century there was no real market for subprime
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loans. Banks and other lenders made a binary choice about home loans: either 

a would-be borrower demonstrated through their assets and personal interac-

tions with a loan agent that they were “credible” and thereby received a loan, 

or they did not and so did not receive a loan. As many commentators have 

noted, this explicit policy was often connected to racial “redlining” policies, 

which ensured that people of color (especially Black Americans) would not be 

considered trustworthy and hence would not receive housing loans (or, when 

they did, would remain de facto segregated from nonwhite populations).66

The FICO credit score was the technology that enabled these supposedly “too 

risky” populations to be inducted into the national housing market. In the 

1960s, racial redlining policies were successfully challenged legally, though the 

practice continues informally into the present. Equally important, an increas-

ing number of elements of the housing loan application were automated into 

computer-assisted forms of assessment beginning in the 1970s. These mea-

sures led to the introduction, in the early 1990s, of an individual’s credit score 

(i.e., FICO score), which most loan applicants generated through the use of 

credit cards and other forms of credit, into the housing loan application.67 

Individual credit scores became a central element of housing loan applica-

tions, with a score of less than 660 serving as the threshold for a subprime 

loan. As Martha Poon notes, the use of a numeric score for establishing the 

basic distinction between prime and subprime loans also enabled the latter 

category to be divided into different risk thresholds: that is, rather than sim-

ply establishing an undifferentiated mass of “unacceptable” (i.e., subprime) 

borrowers, as was earlier the case, credit scores below 660 could be broken into 

discrete actuarial categories, with each category linked to (and hence priced 

for) a certain level of risk. This in turn enabled a large subprime market, with 

different subprime lenders focusing on different categories of subprime risk.68

As a consequence of the earlier racial redlining practices, many of these 

subprime loans went to people of color. Though this fact—as well as the termi-

nology of “subprime” itself—is evidence for commentators such as Munn of 

the continuity of this new form of financing and derivation with earlier forms 

of racial capitalism, this interpretation risks missing sight of how, precisely, 

this world of risk operates. In this case, for example, the introduction of FICO 

scores and the resulting finely grained actuarial divisions of risk categories 

into housing loans was intended to expand—and actually had the effect of 

expanding—the home-loan market. This approach presumed that risk could 

be properly managed only when (essentially) all members of the national pop-

ulation were included within house financing, for that in turn makes it pos-

sible to move away from seeking to evaluate risk primarily in reference to the 

underlying asset (in this case, an individual loan recipient’s ability to repay 

the housing loan) in favor of technologies that engage the market as a whole.
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Excursus 3.2 (continued)

Recognizing this point does not turn us away from but rather allows us 

to sharpen our understanding of the racial injustices at work in this case, for 

it focuses our attention more closely on the sites of injustice. While one key 

problem was clearly “predatory” loan practices (i.e., loan practices that relied 

on the expectation that loan recipients did not understand the nature of the 

loans to which they agreed), these loan practices were part and parcel of a 

system that assumed that a finely gradated series of housing loan risk cat-

egories could overcome earlier subjective—and hence, often racist—decisions 

by loan agents. Was the more fundamental problem, then, the drive toward 

individual house ownership? If so, the aftermath of the subprime market col-

lapse is “solving” that in an even more problematic way, as many of the inves-

tors involved in the original crisis are now buying up foreclosed properties 

for an ever-expanding rental market.69 Or was the problem instead the logic 

of searching for value within massive, noisy markets? If so, this is a difficult 

target to isolate since it is by no means restricted to housing loans but also 

subtends most contemporary platforms (e.g., Uber and Airbnb), population 

biobanking, smart cities, and cognitive mining, among many other examples.

We emphasize this point because we think it is vital for understanding the 

relationship of racial injustice to contemporary forms of capital. Instead of 

assuming that a financial logic that began in the seventeenth century extends 

unadulterated into the present, we instead insist on assemblages, which link 

together initially separate histories of reason, logic, computation, and capital. 

These assemblages result in a new situation, which means new forms of violence 

and injustice, but also new capacities for justice. For us, slavery and race indeed 

haunt the present, to use Ian Baucom’s terminology.70 While FICO scores, for 

example, may have no articulation or representation for race, it is clear that if 

these scores are not handled very carefully, historically poor and disenfranchised 

groups will be disproportionately affected. This “haunting” thus demands new 

forms of accounting. The FICO score is no longer racist in having a dispropor-

tionate impact on people of color in any manner that can be proven in court as 

causal (or specific to one group since many groups of poor people have struggled 

with subprime mortgages); in this sense, standard civil rights protections under 

the Civil Rights Acts in the US will likely not be effective. Trying to understand 

the new mechanisms of this economy should thus encourage us to ask new 

questions. For example, do we need a new, broader affirmative action policy, as 

exemplified by calls for a living wage, or the right to an education? Do histori-

cally disenfranchised groups need measures that adjust FICO scores?

Our point is to recognize that violence is compounded when we flatten 

history because the violence of new techniques is precisely that they do not 
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CONCLUSION

Derivation, understood as an operation that extends far beyond finance, 

underpins our contemporary lives. With that said, though, derivatives can 

also encourage critical approaches to questions of equity and our ability to 

confront violence. As the critical race theorist Kara Keeling notes, contem-

porary algorithmic derivative practices possess a new force, and one that 

in is some ways no longer measurable. She suggests that the contempo-

rary derivatives economy is one of infinite calculation without termina-

tion. The racism and injustice of such an economy, we might extrapolate 

from her argument, emerges from the fact that, as technologies, deriva-

tives consume differences, whether via correlations among the value of 

homes in different places, the comparative poverty or wealth of different 

populations, the differing cost of labor in different locales, or differences in 

the speed by which investors can buy and sell options. These differentials 

become the site of a new form of automated and algorithmic speculation. 

Betting on differences in this way has the effect of making the future homo-

geneous with the present, as it perpetuates contemporary class, racial, and 

sexual inequities. Finance and those with capital make ever more and in 

fact enjoy the inequities that are now the very sites of value production. 

“Difference” becomes “differentials” that produce values derived from the 

variations between lived bodies and worlds and abstractions of finance. 

Racism here is not only a result of history but also a consequence of the 

power of algorithmic finance to eliminate time. Keeling suggests that this 

logic of temporal erasure can be combatted with what she calls queer and 

Black time, exemplified in part by Afrofuturism and surrealism. Keeling 

suggests that these art-political movements resist temporal erasure by 

work in the same ways as older techniques (which also means that tactics 

or politics that have worked historically may not work under new condi-

tions either). The politically progressive move, then, is to recognize what is 

new while at the same time comprehending that new systems are layered 

on top of older histories of colonialism, race, sex, and class. This in turn 

requires us to interrogate how these assemblages operate and when rup-

tures and discontinuities emerge that can be explored for progressive causes.
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remaining open to the future and to uncertainty in a manner that is plural 

and not homogeneous.71

While the consumption of differences in the name of a homogeneous 

and violently inequitable nonfuture—a nonfuture because the trades that 

determine the future have already happened in the past or present—is a 

vital concern, in fact these instruments also facilitate complex interactions 

and new forms of relationality. For example, via the FICO score derivatives 

permitted individuals to acquire loans despite being redlined. The same real-

estate credit swaps also produced new affiliations, even if negative, between 

many different classes of homeowners as they collectively suffered the col-

lapse of the market. As the Occupy movement sought to demonstrate, such 

affiliations may be the ground of a new politics, one that addresses the ques-

tion of how value is being produced, for whom, and when.

Derivatives are the exemplars of a new form of time and a new form of 

value production grounded not in translation in the present but in credit 

to the future and uncertainty. They are not historical, but they can force 

an encounter with history’s ghosts. In our present, not only are most 

minerals and metals commodity markets heavily derived but so are all 

energy markets—energy, in fact, is the most heavily derived market on 

earth.72 The fates of pipelines and extraction infrastructure and develop-

ment are in this sense often decided via a complicated set of arrange-

ments around future bets.

However, if we leave options and derivative markets and consider the 

broader “smart” calculus of everyday life, the entanglements of such 

instruments often now make financial relations visible as never before. 

In their artifice and noisiness, financial technologies make social realities 

unbelievably visible. For example, during the COVID-19 pandemic, the 

inequity in the distribution of deaths among different racial groups, the 

unimaginable financial strain put on millions of poor and middle-class 

Americans, and the decreased participation of women in the workforce 

and the unfair distribution of household labor under lockdowns become 

even more visible when these trends are compared to the performance of 

the stock market (especially when one recognizes that the stock market is 

fueled by futures speculation). One hopes that this newfound visibility of 

inequity will have an impact on electoral habits, and it seems to have done 
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so in the intertwining of the summer 2020 Black Lives Matter protests and 

the November 2020 US presidential election.

Some activist movements are also turning to finance as the center-

piece of environmental activism. Greenpeace has recently refocused its 

efforts on financial entities, targeting groups such as BlackRock (the larg-

est investment manager in the world) and the financial systems behind 

oil pipelines by shifting protests to the headquarters of the financial firm, 

rather than focusing efforts solely at the pipeline.73 While in retrospect 

this may seem like common sense, in fact, until recently the financializa-

tion of the energy sector was not a focus of activism in the way that the 

actual corporate perpetrators of environmental damage were.

Within the industries of prediction and insurance, there have also been 

changes. Recently, Swiss Re, in collaboration with the Nature Conservancy, 

has developed a new initiative titled “underwriting nature,” which creates 

instruments to insure coral reefs and natural “assets.” The Mesoamerican 

Reef of the Yucatan is the test subject for this approach. The Mesoameri-

can Reef is valuable for coastal defense, biodiversity, and food, and the 

intent is to produce an instrument that could create payments in the case 

of severe hurricanes. Local communities, the Nature Conservancy, private 

companies, and the federal government have started a trust to pay the pre-

mium, which is funded via taxes from tourism and government sources, 

along with (potentially) investments and donations. The express hope is 

that insuring the reef will make the latter economically visible as an asset 

and therefore worthy of preservation in the minds of many.

The insurance itself is intended to provide funds to “repair” the reef 

when it is damaged, though occasions for insurance payouts are limited. 

For example, the insurance protects against hurricanes (and is automati-

cally activated by the speed of the winds) but does not cover reef damage 

and related economic injuries in the case of water acidification due to 

climate change. Critics argue that the fund turns nature into a commod-

ity and transfers money to a private firm (Swiss Re) rather than allowing 

those funds to go directly to preservation. Those in favor of this approach, 

though, argue that is the only way to get the money to repair the reef, 

and because the insurance is not paid all at once (money is collected from 

different groups and populations over time), the reef can be preserved 
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in a way that was impossible to achieve earlier.74 According to Veronica 

Scotti, chairman of Global Partnerships at Swiss Re, “What we see is a 

new type of parametric insurance product that offers rapid disbursement 

of capital, which can be adopted for broader application in the market. 

We believe this could become a very effective tool to help countries pro-

tect their oceans better and achieve climate resilience faster.”75 Resilience 

and finance are always bedfellows, as we will see in chapter 4, but here 

we must ask how the new parameters serve as both opportunities and 

hazards for the future.

Similar evidence can be found in bond markets, where financial instru-

ments can serve as sources of political action. For example, developing 

climate preparedness mechanisms for large American cities (a topic to 

which we return in the next chapter) is very expensive. While finance 

is usually depicted in urban history as an attempt by neoliberalism to 

bankrupt the public, numerous recent examples suggest other possibili-

ties.76 In Houston’s reconstruction after Hurricane Harvey, for example, a 

unique bill structuring the bond instruments was passed in 2018. This plan 

used the money from bonds to assist those poor and minority neighbor-

hoods that were at highest risk for flooding. The bond was structured so 

that different forms of risk were assessed differently, rather than merely 

evaluating risk through property value and property loss. Evaluation 

through property loss costs alone would have benefited rich neighbor-

hoods. While there are many ongoing battles, its success is not yet clear. 

Federal funding was slowed under President Donald Trump, and the bond 

structure and financing became a site of political action.77

Similar trends have been documented globally. While scholarship is 

only beginning to document these new directions, James Mizes has noted 

in his study of bond issuing in Africa (particularly in Gabon, Ghana, and 

Senegal) that there is an emerging trend toward “domestic capital mar-

kets” that take international development expertise and make it a site 

of African “unity, collective development, and ownership.” While there 

is no question that such markets are about privatization, they have also 

leveraged a growing middle class and potentially might open routes to 

new forms of development that are not solely controlled by former colo-

nial powers in the region.78 Anthropologists such as Janet Roitman have 

also begun to look at infrastructure financing and remittances as new 
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financial tools that transform debt and credit ratings for West African 

nations, permitting access to money in global capital markets. While the 

effects of these developments are still to be determined, for her it is criti-

cal to realize the place of such techniques in shaping planetary finance 

and the possibility of leveraging such technologies to create infrastruc-

ture and transform life (for good and bad). For Roitman, such new strate-

gies gesture at new forms of political economy.79 These authors all stress 

that neoliberalism is not homogeneous and—whether it was intended or 

not—sometimes produce new forms of publics and politics.

In a less corporate model, the Green New Deal proposed in the US 

Congress has as a central feature the creation of new financial technol-

ogies and leverage instruments that fund widespread green infrastruc-

ture projects and support the transformation from carbon to renewable 

energy. These instruments are to be developed and leveraged “in a way 

that ensures that the public receives appropriate ownership stakes and 

returns on investment, [and] adequate capital.” In the Green New Deal, 

this ideal of leverage is conjoined with a desire to produce new technolo-

gies and practices that will encourage and create green (and, we presume, 

smart) infrastructures. What smartness denotes here remains a political 

question, but in these documents, technology, greenness, and equality 

are linked. Our challenge, then, is to explore the potential of smartness 

for more equitable forms of living and to diversify our understanding of 

what it means to be smart, whether that means including Indigenous 

knowledge, rethinking the ownership and distribution of new technolo-

gies, or deciding which technologies to develop and forward.80

The issue of how these instruments will operate returns to a fundamen-

tal question about the relationship of politics and economics first posed 

by Kenneth Boulding, systems theorist and perhaps the first popularizer of 

the idea of “Spaceship Earth.” Boulding’s question was: How can account-

ability and different forms of time and relationality be inserted into the 

logic of deferring risk, and therefore into the modes of responsibility inher-

ent in the logic of derivation? In a famous article, “The Economics of the 

Coming Spaceship Earth,” he imagined a world now forced into viewing 

itself as a closed system. This meant understanding the world as ruled by 

the second law of thermodynamics, which in turn meant facing increased 

volatility and resource depletion and accepting the inability to access any 
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external resources through which one could evolve and change. Under 

such conditions, Boulding suggested, we must find ways to transform mea-

sure, and space, into time. Within an economy that is open in time but 

closed within the territory of the planet, new concepts of accumulation—of 

knowledge, well-being, and diversity—must be created.81

Cultural theorist Randy Martin’s approach to derivatives might be one 

way to create these new understandings. Martin has urged us to see deriv-

atives not as instruments separated from the social processes of produc-

tion and reproduction but rather as tools that demonstrate an increased 

interrelatedness, globalization, and socialization of debt.82 That is, by 

openly revealing the fabrication and relationality of value and exposing 

the operation of derivation (whether in financial markets or in social net-

works or smart infrastructures), these instruments make the interdepen-

dence and sociality of value visible and therefore a site of intervention 

and action. Derivatives make us more indebted to each other—and also 

to the earth, which is often the subject of such exchanges, whether via 

weather future markets or real-estate options—by tying together dispa-

rate actions and objects within a single assembled bundle of reallocated 

risks to trade. The political and ethical question, then, is: How might we 

activate this increased indebtedness in ways less amenable to the strict 

market logics of neoliberal economics? Our response to these questions, 

as we have noted earlier, relies on genealogy for the creation of histo-

ries that recognize that hauntings are one way of disrupting the seamless 

assumption that the future will look like the present. Perhaps this is one 

important lesson of smartness: that uncertainty is not something to be 

defeated through certainty but rather something to be embraced.



In the midst of the COVID-19 pandemic, invocations of both a present 

and future “new normal” circulate ad nauseam throughout news outlets 

and social networks. This new normal has multiple, and often contested, 

dimensions, denoting the likelihood that social distancing protocols will 

remain in place for many years to come; that app-based health moni-

toring and access will become even more central to daily life; and that 

increasing precarity for many and a dramatic increase in profits for a 

small few will continue unabated, to name just a few proposed aspects of 

the new normal. Ubiquitous curve graphs and data visualizations help us 

to grasp these dimensions of the new normal.

This language invokes not only a now vanished “old” normal, which 

becomes an object of nostalgia, but also encourages us to reconsider the 

concept of the normal itself. As Georges Canguilhem, Michel Foucault, 

and François Ewald, among others, have noted, the concepts of norms, 

normativity, and normalization came to prominence in the eighteenth 

and nineteenth centuries and were bound up with, and to, concepts of 

economy, population, and race. Invocations of the normal in these dis-

courses were also necessarily claims about nature, even if, as Foucault 

stressed (following Canguilhem), the nature referenced by practices of 

what he called “normativity”—that is, the use of the human sciences to 

locate new possible norms and “nudge” social relations toward those—was 

4
RESILIENCE
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understood as pliable and capable of change. Though we may now believe 

that nature and culture cannot be rigorously distinguished and that we 

live in a modulatory, postnormal, postanthropocentric, and posthuman 

society, the invocation of the new normal emphasizes the continuing 

importance of this ideal of a nature that would enable both the old and 

the new normal.

But if the language of the new normal contains an implicit reference to 

nature, what form of nature is this, precisely? We can begin to approach this 

question by considering calls for cities or states to “flatten the curve” (see 

figure 4.1). The goal and language of infection curve flattening emerged 

from a 2007 US Centers for Disease Control and Prevention article on the 

community-based mitigation of pandemic influenzas.1 This discourse has 

4.1  Chart illustrating CDC plans for managing a pandemic, published more than a decade 

before the start of the COVID-19 pandemic. Source: Centers for Disease Control and Pre-

vention, Interim Pre-pandemic Planning Guidance: Community Strategy for Pandemic Influ-
enza Mitigation in the United States—Early, Targeted, Layered Use of Nonpharmaceutical 
Interventions (Atlanta: Centers for Disease Control and Prevention, 2007), 18.
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some curious features. The assumption that we will end up on the curve 

and that the best we can do is to flatten it assumes that pandemics are 

inevitable, although it is uncertain when and where they will start. Such a 

premise was prepared both by public health officials’ warnings about com-

ing pandemics, by the emergence of infectious diseases such as HIV/AIDS 

in the Global North, and by popular nonfiction books and movies with 

titles such as The Hot Zone, The Coming Plague, Outbreak, and Contagion 

(not to mention the slew of zombie-apocalypse films and television shows 

that fill our imaginaries with the logic of infection). Virtually no one in 

public health doubted the possibility of another zoonotically transferred 

pandemic; the only question was when. This means, in turn, that though 

pandemics are clouded in uncertainty—Which disease will it be? When will 

it hit? From where will it emerge, and to where will it spread?—they are still 

understood as events that will inevitably need to be managed. Pandemics 

are, in short, “known unknowns.”

The discourse of curve flattening also assumes that efforts to mitigate 

the consequences of new infectious diseases will always be significantly 

hampered by human-created obstacles that seem in principle preventable. 

Public health professionals and many others fully understand that better 

urban planning, more social equity, stronger public health infrastructures, 

transformed agricultural systems, and improved environmental man-

agement would likely prevent many future pandemics. Yet few actually 

believe that these infrastructural changes will occur, no matter how many 

lives such measures would save. As a consequence, the best we can do is 

to manage this uncertain event (i.e., flatten the curve). Because COVID-19 

spreads through the act of breathing, we have to slow the metabolism of 

the social system so that we can accelerate the demise of the virus. This is 

an example of the management of temporalities: a strategy that assumes 

catastrophe will occur but that there are ways to address this trauma. 

Those ways, as mentioned in chapter 2, largely involve an army of track-

ing apps, the construction of ever more digital surveillance, and, of course, 

new modes of working, learning, and living online.

Our primary goal in this chapter is to trace the genealogy of (1) the 

premise that environmentally induced trauma should not be understood as 

either an event or shock, but simply itself the new normal, and (2) that, as 

a consequence, humans must develop “resilient,” data-intensive structures 
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that can transform what earlier would have been considered a catastrophe 

into a managerial possibility. Our approach borrows from the work of Lisa 

Parks and Janet Walker, who discuss disaster media. For them, disaster media 

is a heuristic that allows us to understand how environmental and “natu-

ral” catastrophes are coproduced with media infrastructures, which in turn 

creates new forms of governmentality, narrative, and inequity.2 We trace 

here the emergence of the contemporary concept and practices of resil-

ience, with resilience understood as that which enables management in 

the face of constant change and crisis; demands large-scale and distributed 

information gathering; emphasizes speculative scenario planning (which 

itself requires financial speculation); and, as a result, conceptualizes the 

planet and life itself as test beds for demo-ing possible futures.

Our account has three parts. In the first we document how the devel-

opment of ecosystem ecology between the 1940s and 1960s helped to 

reconfigure approaches to the environment in ways that would subse-

quently make it graspable as a medium for computation and speculation. 

Ecosystem ecology itself, though, did not take this step, and in the second 

section we focus on the emergence of the notion of ecological resilience 

in the 1970s, stressing that this concept explicitly critiqued the concept 

of homeostasis central to ecosystem ecology, and implicitly challenged 

the idea of “limits” promulgated in the report The Limits to Growth. In the 

third section, we use the example of adaptive management techniques to 

trace the merging of ecological concepts of resilience with business prac-

tices, with the treatment of ecologies as “service providers” acting as a key 

link between these discourses. Recalling our examples from chapter 2, our 

conclusion to this chapter notes that smartness is often oriented toward 

the goal of making urban spaces and other infrastructures “resilient” to 

climate change in a manner that makes some populations vulnerable and 

expendable while maintaining the wealth and power of others (a dynamic 

exemplified in figure 4.2). This chapter not only aims to understand how 

this itself became the new normal but also seeks to point out alternatives 

to this vision.

FROM SYSTEMS ECOLOGY TO ALLOPLASTICITY

On July 16, 1945, in the New Mexico desert, the first nuclear device was 

detonated (figure 4.3). The result of one of the most massive scientific 
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Dow mounts a comeback

4:01 pm: Dow surged nearly 1,300 points

Dow Jones industrial average from February 12 to March 2
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4.2  Dow rally on Monday, March 2, 2020. Source: CNBC, “Dow Rallies Nearly 1,300,” 

accessed June 2, 2020, https://www​.cnbc​.com​/2020​/03​/02​/stock​-market​-today​-live​.html​.

4.3  Trinity test fireball at 16 milliseconds after detonation, Alamogordo Bombing and 

Gunnery Range, New Mexico, July 16, 1945. Source: Wikipedia, s.v. “Trinity,” last mod-

ified February 6, 2022, https://de​.wikipedia​.org​/wiki​/Trinity​-Test​#​/media​/File:Trinity​_Test​

_Fireball​_16ms​.jpg​.
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efforts on earth, the Trinity test would enable the design of the bomb 

named Fat Man, which was dropped on Nagasaki, Japan, three weeks 

later. The test, in other words, almost immediately ceased to be a test and 

became a reality.

After witnessing the Trinity test explosion, J. Robert Oppenheimer, the 

scientific director of the Manhattan Project, quoted the Bhagavad Gita: 

“If the radiance of a thousand suns were to burst into the sky, that would 

be like the splendor of the Mighty One.” As the large mushroom cloud 

bloomed over the desert, another line from the same scripture came to 

his lips: “I am become Death, the destroyer of worlds.” Oppenheimer 

would soon turn publicly against his own invention, unable to stomach 

the fact that he had helped to construct a technology that would shatter 

the world—that is, a machine designed for nothing but death and that, 

simply through its testing, had already transformed all life on earth.3

The Trinity test marked a pivotal moment when species survival and 

technology were intimately, and horrifically, intertwined. Radioactive 

fallout from the test ensured that every element of life was penetrated 

by the effects of human technology, which is also to say design. The very 

shell of the planet was transformed geologically by radiation. Today, the 

radioactive trace of this test is one of the main markers used by the geo-

logical sciences to demarcate the newly proposed geological era of the 

Anthropocene. This test defined the moment when human materials and 

technologies entered the earth’s crust and could be scientifically mea-

sured. It also heralded the start of a new technical era that has reshaped 

the planet’s climate and geology. And by helping to end World War II 

with a US/Allied victory, the Trinity test inaugurated the rise of American 

empire and the start of the Great Acceleration and the Information Age. 

All of these developments were driven by the new energy and computa-

tional machines unlocked through the war. In this sense the Trinity test 

marked the moment when technologies and life could no longer be sepa-

rated and when design could be understood as techne for transforming 

human life at a planetary scale—sometimes through computation and 

calculation; sometimes by using populations, both human and animal, 

as media; and even more often by linking computation and populations.

Oppenheimer’s reflections on the outcome of what remains to date 

one of the largest and most technically intensive and expensive design 
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projects in human history would be uncannily repeated by the designer 

Victor Papanek some 30 years later to describe a new feature defining the 

human. Humans, Papanek argued, cannot be distinguished from nonhu-

man animals by their possession of either language or toolmaking. The 

nascent and interrelated sciences of ecology, sociobiology, cybernetics, 

and ethology had discovered, for example, that bees have languages, and 

other animals construct vast architectures. Rather, Papanek argued that

mankind is unique among animals in its relationship to the environment. All 
other animals adapt autoplastically to a changing environment (by growing 
thicker hair . . . ​etc.). . . . ​Only mankind transforms earth itself to suit its needs 
and wants alloplastically. This job of form-giving and reshaping has become the 
designer’s responsibility.4

Humans, Papanek argued, make climates rather than adapt to environ-

ments. Humans can indeed destroy worlds, as Oppenheimer noted, but for 

Papanek, this possibility was grounded in the more fundamental human 

capacity to make worlds.

Papanek’s claims were part of a more general rethinking of the concept 

of the environment in the 1960s and 1970s. Where environment had ear-

lier tended to be understood as either a set of forces external to the body 

or as the habitat within which living beings found themselves, Papanek 

conceptualized environment as a medium akin to other media, such as 

film, photography, or metal, that could be given form and reshaped. Papa-

nek was among the first to conceptualize what we will call the planetary 

test bed. We adapt this term from Papanek’s colleague and inspiration, the 

architect Richard Neutra, who referred to the “planetary test,” though we 

modify the phrase to underscore the technical and engineering aspirations 

of this approach.5 Within this vision, the planet and all its populations—of 

humans, information, materials, and nonhuman lives—are reenvisioned 

as a milieu for the growth of computation. This also means rethinking 

human life and habitat as an experiment and opportunity for design inter-

vention and growth at a planetary scale. Design, Papanek implied, should 

no longer focus on adaptation to an environment understood to be outside 

human control but rather should be understood in terms of a more fun-

damental capacity for alloplasticity—namely, the forming and reshaping 

of the earth. It is our gift, or curse, to deny adaptation and instead desire 

technical and design interventions.
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Our goal in this section is to document the steps—primarily, though 

not exclusively, in ecosystem ecology—that led from Oppenheimer’s hor-

ror at the irreversible effects of the Trinity test on the planet itself to 

Papanek’s enthusiasm about the possibilities this enabled for rethinking 

our planetary condition. Our first stop on this path is a key linkage estab-

lished in the late 1940s among nuclear testing, risk management, and the 

study of ecology.

Between 1948 and 1958, the United States used the string of newly 

acquired Marshall Islands to conduct roughly 50 nuclear weapons tests. 

These so-called Pacific Proving Grounds ended up being ground zero for 

both nuclear technology development and for the birth of a cybernetically 

informed ecology. These tests unleashed massive amounts of radiation 

into the surrounding environment and seas, affecting the flora, fauna, 

and people of this territory. With the usual arrogance of empire, Ameri-

cans treated the irradiated Indigenous people and animals as resources for 

developing new technologies and knowledge. Dr. Robert Conrad, the doc-

tor in charge of testing and medical care for the hundreds of Marshallese 

on the islands who had been exposed to radiation, suggested in a 1957 

memo that the Islanders could “afford most valuable ecological radiation 

data on human beings.”6

As Elizabeth DeLoughrey notes in her brilliant analysis of the Pacific 

Proving Grounds, this epistemology of power was underpinned by the 

“myth of the isolate.” As DeLoughrey and Richard Grove have docu-

mented, both the concepts of Eden and “the deserted island” were criti-

cal in enabling the rise of both modern science and colonialism. Since at 

least Sir Thomas More’s Utopia (1516), the isolated island was understood 

as a space located outside of European culture and society that had its 

own set of rules. In More’s Utopia, the isolated island was a mirror world 

for possible political reorganizations of Europe. Through the figures of 

the Pacific Islands and the New World, islands served as critical imagi-

nary spaces that allowed Europeans to imagine that they were encoun-

tering others who either were not human or at least were not as human 

as themselves. The island could therefore legitimately serve as a labora-

tory, a place where conditions not normally encountered in the mundane 

European world could be found or induced.
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Perhaps paradoxically, this fantasy of a space from which European 

social order was absent and in which one could encounter “nature” sat 

comfortably with projects of terraforming and transforming these suppos-

edly isolated, pure, or primitive habitats into more civilized ones. From 

the draining of swamps in Palestine to combat malaria, to the transfor-

mation of agricultural systems in India, to the dredging of ports and riv-

ers to expand trade, empire, terraforming, and geoengineering have long 

been accomplices of one another. Terraforming is not a contemporary 

discovery. The civilizing mission included taming nature and making it 

economically productive in the terms set up by plantation systems, min-

eral and energy extractive economies, and, later, industrial agriculture.7

Beginning in the late nineteenth century, ecology had a particularly 

important place within these sciences of empire. “Isolates,” whether they 

were literal islands or geographies that could be treated like isolated islands, 

were central to the development of ecology: Charles Elton’s seminal con-

cept of the food chain, for example, was based on his research on Bear 

Island, a small arctic island that contained fewer than 100 animal spe-

cies, while G. Evelyn Hutchison (whom we discuss at more length below) 

developed many key ecosystem notions through his study of Linsley Pond 

in New Haven, Connecticut.8 The premise of the ecological isolate, as his-

torian of ecology Joel B. Hagen notes, was that the ecological processes 

located in the isolate “were comparable to those operating in the bio-

sphere as a whole.”9

Early twentieth-century ecologists also often adopted a mechanistic 

approach to nature and these isolates. Historian of science Peder Anker 

argues that the British naturalist Arthur Tansley, who coined the term “eco-

system” in the 1920s, “believe[d] . . . ​that a complex system like the human 

mind or society could be explained in terms of simple biological processes, 

which in turn are based on physical and chemical laws of energy.”10 Tans-

ley also understood nature as something that could be managed in an 

industrial and colonial manner. The study of ecosystems became integral 

to the mechanical maintenance of the machineries of empire. Colonial 

administrators who took inspiration from the new concepts of ecosystems 

came to naturalize the order of the British Empire as the reflection of the 

order of nature. Concepts of evolution, apex ecosystems, and holism, all 
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of which were central to late nineteenth- and early twentieth-century ecol-

ogy, reinforced the idea of Britain’s ascendance; in this sense, models of 

nature justified models of governance.11

In the post–World War II period, nuclear technologies enabled the 

concepts of the island isolate and the ecosystem to combine in a new 

way, for exposing a purportedly isolated island to radioactivity enabled 

the development of a cybernetic imaginary of the ecosystem. More spe-

cifically, nuclear tests provided ecologists with a new way to see the rela-

tions between living beings by providing scientists with a new form of 

inscription.

Howard and Eugene Odum, among the most successful ecologists of 

the era, visited the Marshall Islands from 1954 to 1955 in order to study 

the Eniwetok Atoll, part of the Pacific Proving Grounds. Howard Odum 

had focused in his dissertation on the movement of strontium in the 

environment, while Eugene had investigated the ecosystems around the 

Savannah River Site in Aiken, South Carolina, where nuclear materials 

were processed for weapons. The coral reefs of the atoll presented the 

ecologist brothers with an imagined isolate and extreme laboratory. They 

understood these reefs as extremely varied ecosystems that, “save for 

[minor] fluctuations,” seem “unchanged year after year, and reefs appar-

ently persist . . . ​for millions of years.” Their primary question, then, was 

the following: “How are steady state equilibria such as the reef ecosystem 

self adjusted?” Yet immediately after noting their interest in equilibria, 

they turned to a massive change: “Since nuclear explosion tests are being 

conducted in the vicinity of these inherently stable reef communities, a 

unique opportunity is provided for critical assays of the effects of radia-

tion due to fission products on whole populations and entire ecological sys-

tems in the field.”12 The bomb produced a new expanse of testing and a 

new test bed at the scale of the ecosystem, but it also opened the fear of 

change. Instability and disruption could now happen at speeds not imag-

ined by ecologists, who envisioned systems stable for eons, during which 

evolution progressed at steady but slow speeds. The Odums’ work would 

pioneer a new form of ecological perception that combined materialities 

and methods bridging the emerging sciences of communication and con-

trol: cybernetics, systems theory, and computation.13
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For the Odums and the ecologists who followed their lead, radiation 

inscribed the movements of materials and energy throughout ecologies 

in ways that enabled these movements to be visualized and quantified. 

Radiation was soon to be equated with energy and metabolism and hence 

became a method for visualizing food chains in a system. In making these 

metabolic relations visible, research at these grounds opened the way to 

thinking of life at a planetary scale in terms of information or data trans-

fer (understood as quantities of energy) and also made these complex 

networks both visible and capable of being modeled. In this sense, the 

ecological work done throughout this period laid the foundations for the 

subsequent computational modeling and designing of environments.

Howard Odum was particularly important to this process, for he 

extended significantly the role of concepts and practices of feedback, 

cybernetics, and simulation into ecosystem study. Odum was a student of 

Yale ecologist G. Evelyn Hutchinson, who attended the Macy Conferences 

on Cybernetics in New York in 1946 and was among the first to begin 

applying systems theories emerging from the new sciences of communi-

cation and control to ecology.14 In his paper for the conference “Circular 

Causal Systems in Ecology,” Hutchinson introduced what he described 

as biogeochemical and biodemographic approaches to ecology. The bio-

geochemical approach sought to merge the study of biology with that of 

geology. Hutchinson suggested that this would be a largely quantitative 

approach, which would employ flowchart-like diagrams to document the 

relations of energy and chemistry among different parts of a system (see 

figure 4.4). The biodemographic approach was more conceptual and did 

not measure anything, though it was grounded in abstract mathematical 

models that purported to describe population growth and behavior; these 

models were intended to reveal the conditions “under which groups of 

organisms exist . . . [and were] self-correcting within limits.”15 As the his-

torian of science Peter J. Taylor argues, “For Hutchinson whether ecology 

was biogeochemical or biodemographic—it was nevertheless united by 

a theoretical proposition: Groups of organisms are systems having feed-

back loops that ensure self-regulation and persistence.”16 For Hutchin-

son’s cybernetically informed version of ecology, systems were composed 

of feedback loops that facilitated adaptation, survival, and stability.
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Howard Odum extended these concepts of his mentor throughout 

his work. His research on the Eniwetok Atoll, for example, established a 

paradigm of mapping the relations between organisms in ecosystems and 

producing representations and models of the system. Radiation played a 

key part in making visible the metabolic cycles—for example, phospho-

rus, nitrogen, and carbon cycles—and energy consumption of systems. 

Odum went on to conduct a vast body of research, including a major 

study in which parts of a tropical forest in Puerto Rico were irradiated 

4.4  Hutchinson’s image of biogeochemical processes. Source: G. E. Hutchinson, “Cir-

cular Causal Systems in Ecology,” Annals of the New York Academy of Sciences 40 

(1948): 221–246.
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in order to examine the impact that radiation and technology have on 

ecosystems. As Odum argued in 1983, his overarching research goal had 

been

to develop a systems language that would combine features of actual systems, 
drawing from other systems languages as needed. An energy circuit language 
of symbols and diagrams was developed combining kinetics, energetics, and 
economics. It does mathematics symbolically but at the same time keeps track 
of energy laws. In the process of its use it was realized that the diagrams are 
themselves a form of mathematics with emergent theorems and perceptions 
for the workings of the mind that extend the capacity to see wholes and parts 
simultaneously.17

Odum was in this sense a pioneer of a new form of technical vision that 

permitted local measurement to take on planetary or scalar proportions 

and thus bridge the very small and the very large—or, as he put it, the 

“wholes and parts simultaneously.”18

Part of Odum’s technical vision was to model parts of the world through 

generative flowcharts that trafficked in the same language of electrical 

engineering that underpinned early computing and computer program-

ming (figure 4.5). He imagined and built analog “machines,” so to speak, 

that mapped energy by means of a visualization practice analogous to 

programming and organizational charts of the time and were visually 

like circuit boards. Odum took ideas of information and combined them 

with energy and feedback to begin modeling how systems self-regulated. 

These diagrams became both simulations of future ecosystem behavior 

and epistemologies of organization.

The concept of energy was central to Odum’s project of approaching 

ecosystems through the lens of engineering concepts. Borrowing from 

practices of circuit design in electrical engineering, Odum treated energy 

as a common unit for representing processes between discrete elements 

or units within ecosystems. Energy was bound to ideas of feedback in 

engineering, and representing ecosystems in terms of energy enabled one 

not only to represent these systems but to do so in a symbolic language 

commensurate with, and translatable into, digital computation. One cost 

of this approach, however, was that the separate ecosystem elements that 

the ecologist identified—for example, a specific animal population—were 

treated as homogeneous units. In treating ecosystem populations in this 
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4.5  Energy-circuit “language” for modeling ecosystems. Source: H. T. Odum, “The Rain For-

est and Man: An Introduction,” in A Tropical Rain Forest, ed. H. T. Odum and R. F. Pigeon (Oak 

Ridge, TN: U.S. Atomic Energy Commission, Division of Technical Information, 1970), A-6.
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way, Odum explicitly drew on the mathematician and statistician Alfred 

J. Lotka, who himself had drawn on thermodynamic physics to develop 

a series of equations in which the members of populations were treated 

like identical particles of gases.19 Although this approach allowed Odum 

to treat the populations of an ecosystem as nodes within a circuit or net-

work, it also moved interest away from those questions of change, nov-

elty, and speciation that, as we noted in chapter 1, were central to the 

population thinking for which Ernst Mayr advocated.20

One consequence was that Odum’s flowcharts allowed ecologists to 

envision the world as calculable, computational, and dynamic only because 

they also presumed that ecosystems naturally tended toward homeostasis. 

The concept of apex ecologies, for example, was a way of acknowledging 

change but containing it within the frame of homeostasis. One ecology 

would give way to another, but this would eventually lead to—or at least 

tend toward—a final stable “apex” ecology. For Odum, the coral reefs of 

the atoll were such a system, for they could remain “unchanged year after 

year . . . ​for millions of years.” More generally, we can say that the premise 

of “isolating” ecosystems for study, and imagining that a system could be 

modeled and its future managed in its entirety, tended to position change 

as a disturbance, rather than an endemic condition. This did not mean 

ignoring change: Odum’s work on the coral reefs, for example, was made 

possible by the human introduction of new radioactive isotopes into the 

environment. But it did mean understanding ecology as the study of the 

means by which ecosystems resolve change into stability.

This simultaneous interest in change and the valorization of homeosta-

sis and stability was not specific to Odum but rather integral to the cyber-

netics discourse upon which he drew. For cyberneticians and the many 

disciples of midcentury operations research and communication sciences, 

the world was fundamentally stochastic, prone to accidents and unfore-

seen events, and thermodynamic entropy would always prevail in the 

long run. At the same time, cybernetics presumed that feedback and care-

ful engineering would enable pockets of self-organization and regulation 

that ran counter to the inevitable degradation to which the second law of 

thermodynamics pointed. The key, then, was to keep change and distur-

bances small and continuous, and so within the operating limits of well-

engineered systems. The real problem, from this perspective, was volatile 
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and dramatic change and disruption, which was incommensurable with 

homeostasis. In the realm of political analysis and policy, for example, 

cybernetics-inspired analysts and policy-makers felt confident that game-

theory models could keep in check the “closed” competition between the 

world’s two nuclear superpowers, the US and the USSR. However, they 

feared that the decentered and networked world that was emerging in the 

wake of decolonization and economic transformation in the 1960s would 

not allow for this kind of stability and homeostasis.21

THE LIMITS OF LIMITS: FROM THE CLUB OF ROME TO RESILIENCE

Howard Odum’s valorization of homeostasis within ecosystem ecol-

ogy had implications leading in two quite different directions. On the 

one hand, Odum’s understanding of ecosystems as made up of discrete 

components that could be represented in flowchart fashion and as tend-

ing toward stability and homeostasis enabled him to develop a sense of 

both the connections among, and the vulnerabilities of, the parts of the 

planetary ecosystem. He was a pioneer in recognizing that energy and its 

metabolism had implications for both humans and all animal life and in 

encouraging the belief that this planetary metabolism could be modeled 

and perhaps even optimized by means of machines. This vision—though 

often developed by Odum with the help of military funding—provided 

tools for identifying environmental injustices; the threats that industry 

posed to various ecosystems; and the costs of human violence, such as 

war, that resulted from the military-industrial complex (see figure 4.6).22 

Equating social and environmental engineering by means of both the 

model of the flowchart and concepts of connectivity and communica-

tion thus meant an ability to envision changing social and natural envi-

ronments, both for the better and for the worse. In producing a shared 

language between computation and environment, Odum’s innovations 

paved the way toward making ecology a medium for design.

On the other hand, Odum’s cybernetic-derived emphasis on stabil-

ity and homeostasis meant that intentional changes to the world’s social 

and natural economics could only be understood as virtuous if such 

changes were oriented toward a stable, “final” state that, like the coral 

reefs, could persist unchanged. The possibility of constant change was, 
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from this perspective, not thinkable as anything other than a slide toward 

entropy. Yet it was not clear how such a perspective could take into 

account the view of some ecologists that many ecosystems did not appear 

to stabilize after suffering disruption. Simply ending the use of a toxin or 

reseeding an environment, for example, often did not return the system 

to its past state, and even seemingly environmentally friendly actions, 

such as lowering fishing quotas or replanting trees, had little effect once 

certain levels of disruption to the ecosystem were surpassed.23 Even more 

problematic, it was not clear how the homeostasis view could deal with 

the fact that massive disruptions to regular ecosystem behavior—whether 

from human technologies such as DDT or nuclear blasts, or in the form of 

past “natural” mass extinction events—were, though extreme, nonethe-

less relatively standard natural events, at least when one considered long 

enough timescales. These facts suggested that systems might be naturally 

volatile. Though Odum’s ecosystem ecology could only view these facts 

through a negative lens, some ecologists wondered whether change could 

4.6  Howard Odum’s model of the Vietnam War. Source: Howard T. Odum, Systems 
Ecology: An Introduction, ed. Robert L. Metcalf and Werner Stumm (New York: John 

Wiley & Sons, 1983), 552.
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be understood as a potential, a source of value, and a necessary activity 

in nature.

The first of these implications of Odum’s approach was evident in The 

Limits to Growth, while the second set of implications was developed in 

critiques of that report.24 As we noted in chapter 1, the computational 

dimension of The Limits to Growth was led by Jay Forrester, a pioneer in 

systems thinking and the design of large-scale computer systems. For-

rester worked at MIT to develop the first large-scale computer systems, 

such as the Semi-Automatic Ground Environment for antiaircraft and 

nuclear defense, and he had subsequently applied computing to a range 

of social and human science problems, such as managing industrial sup-

ply chains and urban design. While returning home in a plane after a 

meeting in 1970 with the Club of Rome group in Bern, Forrester sketched 

a flowchart diagram of the “world system” since the year 1900 and after-

ward received funding to create a simulation that would model the world 

system’s possible futures.25 Closely replicating the type of diagrams pro-

duced at the time by figures such as Odum, Forrester drew the world in 

terms of flowcharts and computer programs.26

Donella H. Meadows, the lead author of The Limits to Growth, remem-

bered Forrester’s contribution as stressing that the key problem facing the 

world was “growth—exponential growth of energy use, material flows, 

and population against earth’s physical limits. That which all the world 

sees as the solution to its problems is in fact a cause of those problems.”27 

At a 1968 meeting of the Organisation for Economic Co-operation and 

Development in Bellagio, which included many future members of the 

Club of Rome (and also Forrester), Hasan Ozbekhan, director of planning 

at the System Development Corporation, suggested that humankind was 

facing “Continuous Critical Problems,” which included pollution, pov-

erty, and racial discrimination.28 What made these problems difficult to 

address was the human inability to think systemically and globally. Prob-

lems seemed to have no limits, but human thinking did. The Limits to 

Growth sought to solve some of these problems via computing, suggest-

ing that while humans simply could not comprehend scale or nonlinear 

growth, machines and their models were able to do so (figure 4.7).

As we noted in chapter 1, The Limits to Growth sold millions of copies, 

and its success underscored the extent to which a global public was open 
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4.7  Imagining world problems through feedback loops. Source: Donella H. Meadows 

et al., The Limits to Growth: A Report for the Club of Rome’s Project on the Predicament 
of Mankind (New York: Universe Books, 1972), 97.
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to its message about system limits, the dangers of surpassing those limits, 

and the protocols of computational modeling of the world system. The 

report relied on a widespread mood, developed since the end of the Sec-

ond World War, that the world was on the brink of catastrophe. The threat 

was initially that of nuclear weapons, which produced the first large-scale 

imaginary of a terminal end of the human species. This threat was chan-

neled into a contest of the warring ideologies of the Cold War, which 

positioned the planet as a closed space, within which only communism 

or capitalism could emerge as the sole winner.29 In the 1960s, texts such 

as Paul Ehrlich’s The Population Bomb added a second fear—namely, that 

the newly decolonized Global South and its imagined masses of population 

would deplete the resources of the world. Postcolonialism suggested the 

possibility of a world split into fragmented and warring entities, some of 

which were armed with new strategies of both subversion and popula-

tion. Major foundations, including the Ford and the Rockefeller Founda-

tions, as well as the US government through the United States Agency 

for International Development organization, devoted millions of dollars 

for programs aimed at studying population management and control in 

the Global South. Americans especially came to understand international 

population control and management as crucial to ensuring their health 

and well-being.30

The emergence of an environmental consciousness through the work 

of ecologists such as the Odums illuminated a third threat. Insecticides 

such as DDT, fertilizers, and other industrial products seemed able to dis-

rupt natural ecosystems, and the fact that many of these were initially 

military technologies only augmented the sense of impending disaster. 

The environment itself had become a war zone, even if the “adversary” to 

be fought on this field was not quite clear; the conflict was diffused into 

a worldwide network of environment; and the fields of battle were the 

territories of biodiversity and the management of biological production 

and reproduction. Drawing together these multiple threats, The Limits 

to Growth amplified an already existent European and American sense 

of threat that bound together population, environmental, and political 

issues and that, it seemed, could only be addressed via the instantiation 

of some sort of homeostatic “steady state” for the world system.
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Yet this emphasis of the Club of Rome and ecologists such as Howard 

Odum on homeostasis also provided impetus to a quite different emer-

gent discourse that we label resilient hopefulness. While this discourse was as 

technocratically optimistic as the Club of Rome and Odum, it understood 

“limits” quite differently. Where Odum and the Club of Rome employed 

computation in order to produce purportedly objective knowledge of 

those limits beyond which systems could not function, the discourse of 

resilient hopefulness employed a new epistemology, one that emphasized 

that uncertainty could never be eliminated. It thus also pointed to a new 

technology of management that aimed not at control but rather at resil-

ience in the face of endemic shocks. We can observe the emergence of 

the discourse of resilient hopefulness in two fields that had an especially 

strong stake in the uptake of The Limits to Growth: economics and ecology.

HAYEK, FRIEDMAN, AND RESILIENT MARKETS

Since the stability of the post–World War II international system of 

Western-style democracies had been premised on the constant economic 

growth of national economies, economists were likely to be concerned by 

a report that advocated, on ecological and demographic grounds, for an 

end to growth.31 For many economists, this implied that one would have 

to choose between ecological stability or political stability; one could not 

have both. In his 1974 speech for his Nobel Memorial Prize in Economic 

Science award, the economist Friedrich Hayek disparaged The Limits to 

Growth as part of a general plea, addressed to both mainstream economists 

and their leftist critics, for a more modest epistemology that would give 

up on the dream of complete knowledge of and control over the future. 

Hayek noted drily that the recent creation of the Nobel Prize in Economic 

Science was itself testimony to the “propensity [of economists] to imitate 

as closely as possible the procedures of the brilliantly successful physical 

sciences” but stressed that, in economics, this often “led to outright error.” 

Hayek stressed that economies were not equivalent to the isolated systems 

of physics. This was in part because a social science such as economics 

focused on the behavior of large populations of different agents, with the 

result that
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like much of biology but unlike most fields of the physical sciences, [economics 
has] to deal with structures of essential complexity, i.e. with structures whose char-
acteristic properties can be exhibited only by models made up of relatively large 
numbers of variables. Competition, for instance, is a process which will produce 
certain results only if it proceeds among a fairly large number of acting persons.32

Rather than pretending to be able to replicate the kinds of discoveries 

about the natural world available to physicists, economists should instead 

accept a biology-like world of uncertainty, chance, and large populations 

of different individuals. This would mean relinquishing the goal of plan-

ning and turning instead to the more modest goal of managing. For Hayek, 

societies emerge from decentralized networks of information coordinated 

through markets, which meant that seeking to plan or regulate the 

economy—by, for example, limiting or eliminating growth—could only 

end in disaster.

Hayek suggested that mainstream economists, by seeking to emulate 

the physical sciences, had in fact given encouragement to precisely that 

fantasy of control he saw as central to The Limits to Growth. He suggested 

that

it is often difficult enough for the expert, and certainly in many instances 
impossible for the layman, to distinguish between legitimate and illegitimate 
claims advanced in the name of science. The enormous publicity recently given 
by the media to a report pronouncing in the name of science on The Limits to 
Growth, and the silence of the same media about the devastating criticism this 
report has received from the competent experts, must make one feel somewhat 
apprehensive about the use to which the prestige of science can be put. But it is 
by no means only in the field of economics that far-reaching claims are made 
on behalf of a more scientific direction of all human activities and the desirabil-
ity of replacing spontaneous processes by “conscious human control.”33

For Hayek, systems self-organized from the “free efforts of millions of 

individuals” and not the conscious decision-making power of the few. As 

a consequence, control—understood as predicated on the prediction of 

future events, whether by mainstream economists or the Club of Rome—

was impossible. For Hayek, though, this was not cause for despair. Rather, 

it was grounds for hope, provided that those populations of millions were 

allowed to engage new and unanticipated problems flexibly by means of 

unrestricted market activity.
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Hayek’s lecture focused primarily on the rather abstract realm of epis-

temology and provided relatively little guidance as to what this approach 

might look like in practice. However, in the 1970s several economists and 

ecologists turned to concepts of flexibility and resilience to explain how 

the epistemological modesty valorized by Hayek could generate solutions 

to specific new and unanticipated problems while at the same time avoid-

ing system collapse. Within international relations, one such problem 

was the failure of the Bretton Woods international currency exchange 

system in the late 1960s and early 1970s. The Bretton Woods system was 

designed shortly after World War II and was supposed to keep Western 

economies stable by preventing large international currency exchange 

rate fluctuations, which many economists and policy analysts saw as one 

of the key causes of the rise of Fascist and totalitarian regimes after World 

War I. However, the system—which pegged international currency rates 

to the US dollar and the US dollar to a fixed gold exchange rate—was 

having serious problems in the 1960s and finally ended in 1971, when 

President Richard Nixon declared that the US dollar could no longer be 

exchanged for gold.

Chicago School neoliberal economist Milton Friedman saw in the 

collapse of the Bretton Woods system an opportunity for creating a new, 

resilient system of international currency exchange. In a 1971 article 

titled “The Need for Futures Markets in Currencies,” Friedman acknowl-

edged that, in the absence of an international system of currency con-

trols, exchange rates would shift constantly in relationship to one another. 

The architects of Bretton Woods had seen such volatility as a problem 

since it meant that those engaged in foreign trade would have to take 

significant risks that the currency in which a trade was negotiated would 

depreciate by the time payments were to be made. Bretton Woods thus 

sought to institute a “system of rigidly fixed [exchange] rates that do not 

change.” However, as Friedman noted, they ended up with a “system of 

rigidly fixed rates subject to large jumps from time to time,” and these 

large jumps eventually broke what was designed to be a rigid system of 

control.34 Friedman argued that the solution could not be another rigid 

centrally controlled system but instead a resilient futures market for cur-

rencies: that is, there was a “major need for a broad, widely based, active, 
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and resilient futures market” that would allow those engaged in foreign 

trade to hedge the risks associated with currency exchange changes.35

For Friedman, “resilience” was to be understood as the opposite of “rigid-

ity,” and would mean, in practice, something like the oxymoronic notion 

of “stable change.” More specifically, currency markets would change in 

response to global events but nevertheless continue to protect international 

trade, the international global political order of the West, and the primacy 

of the United States within that order. Although Friedman was presumably 

one of those economists chastised by Hayek in his lecture as overly com-

mitted to “scientific” models of economics, Friedman’s proposal for resil-

ient futures markets nevertheless exemplified Hayek’s image of markets 

that flexibly managed, rather than rigidly controlled or planned, an always 

uncertain future.

HOLLING, ECOLOGY, AND RESILIENCE

The terminology of resilience was also at the center of a new discourse 

in ecology, one that subtly contested both Howard Odum’s commitment 

to homeostasis and the implementation of that vision in The Limits to 

Growth.36 Ecologist C. S. Holling began his 1973 essay “Resilience and Sta-

bility of Ecological Systems” with a contrast between two ways of looking 

at the world:

INDIVIDUALS DIE, POPULATIONS DISAPPEAR, and species become extinct. 
That is one view of the world. But another view of the world concentrates not so 
much on presence or absence as upon the numbers of organisms and the degree 
of constancy of their numbers. These are two very different ways of viewing 
the behavior of systems and the usefulness of the view depends very much on 
the properties of the system concerned.37

Odum and the Club of Rome valorized a world without change (i.e., sta-

bility) and so understood change only as either the movement toward 

stability or the first step toward collapse and catastrophe. Holling, by con-

trast, sketched a view of the world in which change—even catastrophic 

change—is the norm. Yet, Holling proposed, such change leads not to the 

end of systems but rather to their evolution. Changes may indeed cause 

some species to go extinct, yet systems themselves, “degrees of constancy,” 

and evolution persist. Holling used the term “resilience” to capture this lat-

ter capacity of systems (figure 4.8).
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Holling based his new term, “resilience,” on a number of ecological 

facts that Odum’s systems approach had difficulty incorporating. In an 

early critique of then-current models of industrial fishery and forestry 

management, Holling demonstrated that using insecticides, reseeding 

lakes with fish, or replanting one type of tree did not in fact return eco-

logical systems to an earlier, purportedly stable state. Holling’s research 

on budworm infestations that destroyed economically valuable softwood 

forest stands (conducted while he was employed by the Canada Depart-

ment of Forestry in Sault Ste. Marie, Ontario) led to an even more star-

tling conclusion.38 The spruce budworm is a small defoliating insect that 

had plagued the boreal forests of North America in periodic episodes for 

centuries. In response, in 1951 the Canadian province of New Brunswick 

initiated an insecticide-spraying program. In the short term, this success-

fully reduced tree mortality. Yet these efforts did not appear to work in 

the long term. Using historical data from 1951 to the early 1970s, Hol-

ling’s group discovered that forests went through cycles of fluctuating 

4.8  Diagram speculating on various futures for population reproduction curves and 

deriving fecundity and morbidity (bottom row) from these curves. Source: C. S. Holling, 

“Resilience and Stability of Ecological Systems,” Annual Review of Ecological Systems 

4 (1973): 1–23, 21.
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populations, changing their entire state and character over longer sweeps 

of history; that is, there is no one “apex ecology,” for forests constantly 

shift among dominance of spruce, birch, and balsam fir trees (figure 4.9). 

Under natural conditions, budworms contribute to this process of change. 

It was in part the tree industry’s preference for one type of tree over another 

that encouraged the notion of an “ideal” state of the forest that should 

remain stable.39 Holling’s computational modeling of the historical time 

series also suggested that tactics intended to maintain this ideal state, 

such as the use of insecticide, actually increased the area of the forest 

vulnerable to incipient outbreak conditions. In other words, attempts to 

maintain stability were, over the long term, counterproductive since they 

extended vulnerability and the possibility of future outbreaks over larger 

territories.

Managing ecosystems with a focus on stability was, in short, an error. 

Efforts to distinguish taxonomically between populations, count the size of 

each population, and place these numbers in flowcharts of linked boxes 

that retained their form because they were connected to one another by 

processes of negative feedback fundamentally misunderstood the nature 

of ecologies. Positive, rather than negative, feedback was the central 

concern for Holling’s approach to system modeling, for positive feedback 

produces dynamism and change. This emphasis on change suggested 

to Holling that one must think of ecologies not primarily in terms of 

their resident populations but in terms of the processes or services that an 

ecology provides. What, in fact, does a forest do? Does it provide trees? 

Shade? Hatching grounds for other species? These processes were the 

central elements of ecologies, and these processes had to be distinguished 

from the numeric counting of populations, however important the latter 

might also be. If humans wanted to manage forests, they had to seek to 

maintain these processes, rather than simply a specific number of indi-

viduals in a population.

In the case of the forest in the budworm studies, for example, Holling 

suggested that the absolute number of spruces is not important. What is 

important is the ability of the forest to rejuvenate and to continue grow-

ing trees, and this capacity depends upon fluctuating numbers within 

specific tree and insect populations. Better ecological management meant 

understanding that systems change: forests in Ontario, for example, might 
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be used for some time for leisure and vacationing and then for forestry, 

and their management must change accordingly. As we note in more detail 

below, Holling described this as “adaptive management” and argued that 

while this approach necessitated constant gathering and analysis of data, 

the goal of data gathering was not to locate deviations from a stable state 

but to enable managerial goals and methods to change in response to a 

constantly changing ecology.40

If in the 1940s and 1950s the nuclear bomb and its fallout had pro-

vided a new way to visualize ecological relations, by the late 1960s con-

tamination of the environment made it possible for ecologists such as 

Holling to reenvision those relations not in terms of stability but in terms 

of constantly mutating systems. Resilience denoted for Holling the capac-

ity of a system to persist by changing in periods of intense external per-

turbation. The concept of resilience enabled a management approach to 

ecosystems that “emphasize[s] the need to keep options open, the need 

to view events in a regional rather than a local context, and the need to 

emphasize heterogeneity.”41

In order to secure more possible routes for adaptation in case of unan-

ticipated shocks, environmental managers had to create multiple strate-

gies for future action, think “regionally” (that is, in terms of networks 

and connections across different territories and times), and emphasize 

heterogeneity (e.g., biodiversity).42 Resilience was defined in relationship 

to crisis and states of exception; as we noted in the introduction to this 

book, resilience can be a virtue only when crises are assumed to be either 

quasi-constant or the most relevant issue for managerial actions. Holling 

underscored that the movement from stability to resilience required an 

epistemological shift: “Flowing from this [emphasis on resilience] would 

be not the presumption of sufficient knowledge, but the recognition of 

our ignorance: not the assumption that future events are expected, but 

that they will be unexpected.”43

Seeing the world through the lens of resilience meant not only expect-

ing the unexpected but also employing the unexpected as occasions for 

learning. As Holling noted,

Efforts to reduce uncertainty are admirable. . . . ​But if not accompanied by an 
equal effort to design for uncertainty and to obtain benefits from the unexpected, 
the best of predictive methods will only lead to larger problems arising more 
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quickly and more often. This view is the heart of adaptive environmental man-
agement—an interactive process using techniques that not only reduce uncer-
tainty but also benefit from it. The goal is to develop more resilient policies.44

Adaptive management was a method for transforming ecology into engi-

neering while at the same time transforming engineering into an adap-

tive learning process—or, in Papanek’s terms, channeling the human 

capacity for alloplasticity into environmental management.

As our reference to Papanek underscores, Holling’s theory of resilience 

was in one sense simply symptomatic of larger shifts in ideas of evolu-

tion, as applied to both nature and culture, that occurred in the 1960s 

and 1970s. For example, new theories of evolutionary change, such as 

the Gaia theory developed by chemist James Lovelock and microbiolo-

gist Lynn Margulis in the early 1970s, focused on the capacity of living 

organisms to metabolize the geological, energetic, and chemical materials 

of the earth to induce climatic change. Breaking down the clear sepa-

ration between the geological and the organic, Gaia theory was predi-

cated on regular extinction events and massive pollution scenarios as one 

microbe or geological event after another transformed the environment 

into an inhospitable milieu for fellow organisms. Yet despite the regularity 

of massive extinction events, “life” persevered and constantly evolved, 

and was in this way always able to reformulate environments.45 Holling’s 

emphasis on epistemological modesty was echoed in Hayek’s market the-

ory, while economists such as Eugene Fama sought to demonstrate in 

the 1970s that extreme volatility and so-called fat tail distributions were 

much more common in financial markets than would be predicted by 

theories that presumed a steady state normal curve in market growth.46 

Holling was, from this perspective, simply one of many who contested 

the view that economy, culture, and life were characterized by stability.47

If we have focused on Holling’s theory of resilience, it is because this 

theory, especially its implementation within the practice of adaptive 

management, has proven to be especially important in drawing together 

the seemingly separate realms of ecology and economics. We will expand 

on Holling’s key notion of adaptive management in the next section, but 

before doing so we want to make three summary points about resilience.

The first is that because resilience assumes uncertainty and volatility 

as our common, perhaps even “normal,” condition, the life and death 
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of specific individuals or even populations is in principle less important 

than the ongoing evolution of systems. Second, resilience refers to a new 

way to model systems and therefore to define and measure their ele-

ments. Instead of developing taxonomies that enable ecologists to orga-

nize populations into stable categories, resilience encourages ecologists 

to define systems in terms of processes and to measure the relationships 

between populations and other factors (nitrates, carbon, energy, and so 

on). A first corollary of this second point is that the techniques designed 

for ecological management also apply to human systems since there is no 

hard and fast distinction between these two kinds of systems.48 A second 

corollary of this second point is that past data can be used to build con-

cepts and encourage experimentation but can never actually predict the 

future. Our third point is that ecologists interested in resilience emphasize 

heterogeneity and diversity as important to facilitating resilience. Systems 

without a surplus of functions and populations cannot adapt. Perfectly 

optimized systems would collapse when faced with change—and the lat-

ter was inevitable.

There are tensions among these summary points. On the one hand, the 

focus on processes and what today are called ecosystem services necessarily 

means that some lives and populations can be acceptably sacrificed so 

long as the system continues to operate; in this sense, trauma is a regular-

ized and normalized event. (In later ecological work on hierarchies and 

models of ecosystems, ecologists often prioritized “key” species or rela-

tionships in order to make the model operative.49) On the other hand, 

environmental managers recognized that only systems with robust diversity, 

redundancy, and supplemental capacities might survive abrupt and cata-

strophic events—which meant, when combined with Holling’s emphasis 

on epistemological modesty, that it was impossible to know in advance 

which lives and populations were “actually” disposable. Resilience thus 

oscillates between the two poles of Darwinian evolutionary theory: on the 

one hand, survival of the fittest; on the other, the need for diversity within 

and between populations in order to enable adaptability. Optimization of 

the system always potentially comes at the cost of adaptation. This means, 

though, that ecology can contest contemporary forms of artificial intel-

ligence grounded in the assumption that improvements always occur 

through optimization of the “fit” of solutions to a representable model.
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ADAPTIVE MANAGEMENT

Holling’s new understanding of ecological systems as made up first and 

foremost of services (rather than, say, populations), his emphasis on epis-

temological modesty, and his stress on enabling resilience for an always 

uncertain future brought his vision of ecology quite close to the neo-

liberal understanding of markets. It is thus perhaps not surprising that 

Holling’s understanding of resilience has spread far beyond ecology 

proper and has become central to disaster management, design thinking, 

humanitarian aid, governmentality, and infrastructural security; in addi-

tion, his related concept of adaptive management has moved outward 

from ecology to fields such as business and urban design.50 By 2007, Hol-

ling himself had become a central figure in both environmental policy 

and business management circles, not least because of his work founding 

the Stockholm Resilience Center, a major university and international 

science advisory council that encourages research on resilience and 

socioecological systems, works closely with numerous United Nations 

branches, and develops initiatives for the global seafood industry.51

While other scholars have noted the spread of concepts of resilience 

from ecology into other fields, they have generally not focused on the 

extent to which Holling’s distinctive approach to data gathering, computer 

modeling, and scenarios have been part of that package. We want to stress 

this point, for it is the roles of data and model building for adaptive man-

agement that have made the latter especially important to the development 

of smartness and the smartness mandate. In his field-defining textbook, 

Holling urged ecological managers to accept that “comprehensive ‘state of 

the system’ surveys (species lists, soil conditions, and the like)” are not “a 

necessary step in environmental assessment.” Holling stressed that

survey studies are often extremely expensive yet produce nothing but masses of 
uninterpreted and descriptive data. Also, they seldom give any clues to natural 
changes that may be about to occur independently of development impacts. 
Environmental systems are not static entities, and they cannot be understood 
by simply finding out what is where over a short survey period.52

Moreover, ecological management encompassed for Holling both social 

and environmental features that are difficult to define and which there-

fore escape the earlier and static models of ecosystem ecologists such as 

the Odums.53
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In order to negotiate these limits of large data sets, two practices began 

to emerge within both ecology and business management. On the one 

hand, managers moved away from the goal of predicting the future and 

instead adopted methods of scenario planning for extreme events. In 

his foreword to Holling’s Adaptive Environmental Assessment and Manage-

ment, environmental manager Martin Holdgate echoed Hayek’s critique 

of efforts to predict the future, contending that in the case of environmen-

tal studies, “much effort has been devoted to . . . ​collection of unneces-

sarily large quantities of data that have given rise to undue expectations 

and unsatisfactory predictions.”54 Holling and his colleagues argued that 

though large data sets are often necessary for effective environmental man-

agement, such data should be used to create models that are understood 

from the outset as partial and always in need of future refinement (or even 

abandonment). Models enable the development of multiple scenarios of 

the future, but the intuitive plausibility of these scenarios can also be used 

to contest aspects of the model.55 Whether Holling and his colleagues drew 

the term “scenario” from Cold War planners such as Herman Kahn, their 

approach paralleled the development in the late 1960s and early 1970s 

of scenario-planning divisions within major corporations such as Royal 

Dutch Shell. These corporate divisions also emphasized the impossibility of 

predicting the future and the importance of using scenarios recursively as a 

means of allowing companies to learn and adapt to changing conditions.56

There is a significant distance between Holling’s vision of fallible sce-

narios and the models of the future provided in The Limits to Growth. 

Meadows and her colleagues also stressed that their “graphs are not exact 

predictions of the values of the variables at any particular year in the 

future” and noted that the model could and should be refined as more 

data was gathered.57 At the same time, Meadows and her coauthors stressed 

that their model itself was complete, in the sense that it accurately cap-

tured and revealed the world system’s “behavioral tendencies”:

Even in the absence of improved data, information now available is sufficient to 
generate valid basic behavior modes for the world system. This is true because 
the model’s feedback loop structure is a much more important determinant of 
overall behavior than the exact numbers used to quantify the feedback loops. 
Even rather large changes in input data do not generally alter the mode of behav-
ior, as we shall see in the following pages. Numerical changes may well affect 
the period of an oscillation or the rate of growth or the time of a collapse, but they 
will not affect the fact that the basic mode is oscillation or growth or collapse.58
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Additional data would thus enable only a refinement, rather than a fun-

damental disqualification, of the report’s model itself.

Adaptive management (and scenario planning) contested precisely 

this belief in the unquestionable validity of the model. Adaptive man-

agement thus sought to study and collect data on management systems 

themselves in order to develop more complex models of their operations 

so that this understanding could be fed back into, in order to improve, 

management principles. Resilience managers must bring together better 

knowledge about how systems survive stress with an awareness that ele-

ments of systems will always escape current models. As the limit points 

of computational analysis and prediction, scenarios not only described 

possible futures but also served as a constantly shifting and new frontier 

for calculation. The scenario was both what one could not in fact model 

but could only guess at intuitively, and what ongoing efforts at data gath-

ering and feedback models must constantly seek to capture.

Principles of adaptive management have been integrated into many 

contemporary business practices, often by merging with practices that 

have different genealogies. In his work on business continuity manage-

ment (BCM), for example, Andreas Folkers demonstrates how notions of 

ecological resilience entered business management and informed disaster 

and catastrophe preparedness in the case of the financial sector.59 Folkers 

notes that BCM

is a nascent disaster preparedness and recovery strategy that is mostly applied 
in the private sector. It seeks to ensure the continuous functioning of the most 
fundamental business processes in the face of various emergencies. It involves 
establishing redundant infrastructures like relocation sites and back-up systems, 
as well as the preparation of emergency protocols to enable swift and effective 
responses to disruption. BCM is a generic risk management strategy, but it is 
especially prominent in the finance sector. This is because 9/11 not only height-
ened awareness of the importance of proper disaster response strategies in the 
financial sector, but also highlighted the shortcomings of existing incident man-
agement strategies.60

Folkers notes that though the genealogy of continuity planning can be 

traced back to Cold War efforts to ensure the persistence of government 

and government services in the event of nuclear war, this aspiration was 

then linked to concepts of resilience in the early 2000s. If adaptive man-

agement aims to enable learning with continuity, BCM is focused on ensur-

ing the continuity side of that aspiration.61
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The principles of BCM were made stunningly visible in 2012 when 

the Category 3 hurricane Sandy hit the New York metropolitan area. The 

storm devastated the infrastructure there, leaving almost 10 million peo-

ple literally in the dark. Infrastructure damage was particularly intense in 

minority and Black neighborhoods, as well as public housing projects in 

zones such as Red Hook in Brooklyn.

Yet in the midst of the storm, a single gleaming building in Manhat-

tan did have power, despite the outages everywhere else. That building 

was investment bank Goldman Sachs, one of the major financial institu-

tions in the United States. Its ongoing operations were both in support of 

and an example of adaptive management tactics cultivated after Septem-

ber 11, 2001, to ensure the ongoing operation of its financial services. If 

one were to imagine the ecosystem services of lower Manhattan, it is clear 

that—at least in the vision of certain planners and engineers—finance is the 

key service, and much of the rest of the city can essentially be sacrificed 

to maintain the continuity of this function. Goldman Sachs’s continuity 

managers are, in any case, more concerned with continuing services than 

anticipating the specific disaster that might strike the city. Continuity 

management aims to overcome logistical challenges, and over the last 

decade, Goldman Sachs has issued a business continuity statement that 

announces its preparedness through the triage of personnel; redundancy 

in servers and data infrastructures; dispersal across sites for archiving and 

service functions; and emergency electrical and building management 

systems, to name a few of their measures.62

The BCM practices of Goldman Sachs and other companies are marked 

by the absence of the state, and the geographic dispersal of these strate-

gies across multiple national borders. Resilience continuity management 

demands the dispersal of activities into different zones of legal regula-

tion, weather, energy, and geological stability to ensure the safety of its 

information networks and services. This is quite distinct from the spatial 

centralization of the Cold War bunker system. The continuity strategies 

of Goldman Sachs and other companies underscore a shift to the mode 

of vital systems security that has become dominant since the early 2000s 

and which is characterized by a disinterest in causal prediction in favor 

of all-purpose strategies of ensuring continuity—and, whenever possible, 

using disasters as occasions for further learning about how the corpo-

rate structure can better manage future disasters.63 Resilience thus also 



202	C HAPTER 4

participates in that zonal reformulation of territory in the name of experi-

mentation that we described in chapter 2.

The recent concept of business antifragility developed by popular 

financial writer and sage of uncertainty Nassim Taleb is another example 

of adaptive management and resilience. While Taleb criticizes the spe-

cific way in which the term “resilience” has been employed by econo-

mists, his notion of antifragility is remarkably similar to the concept of 

ecological resilience developed by Holling. For Taleb, antifragility names 

the ability of organizations and organisms to gain strength from stress 

and shock. Taleb suggests that the awkwardness of his term “antifragile” 

underscores that there is no existing word for this concept in most lan-

guages. He claims, though, that this concept describes a dynamic that we 

can observe in natural evolutionary processes:

The most interesting aspect of evolution is that it only works because of its 
antifragility; it is in love with stressors, randomness, uncertainty, and disorder—
while individual organisms are relatively fragile, the gene pool takes advantage 
of shocks to enhance its fitness. So from this we can see that there is a tension 
between nature and individual organisms.64

Evolution is radically uncertain. However, like ecologists and Goldman 

Sachs, adaptive managers can understand and produce new measures. As 

Taleb explains, antifragile managers—or, as we would put it, managers ori-

ented toward resilience—constantly and actively measure error:

Fragility can be measured; risk is not measurable (outside of casinos or the minds 
of people who call themselves “risk experts”). This provides a solution to what 
I’ve called the Black Swan problem—the impossibility of calculating the risks 
of consequential rare events and predicting their occurrence. Sensitivity to harm 
from volatility is tractable, more so than forecasting the event that would cause 
the harm. So we propose to stand our current approaches to prediction, prognos-
tication, and risk management on their heads. In every domain or area of applica-
tion, we propose rules for moving from the fragile toward the antifragile, through 
reduction of fragility or harnessing antifragility. And we can almost always detect 
antifragility (and fragility) using a simple test of asymmetry: anything that has 
more upside than downside from random events (or certain shocks) is antifragile; 
the reverse is fragile.65

Taleb suggests that stress tests, failures, and simulations do not necessarily 

discover specific future risks but rather enable us to assess, and mitigate, 

systemic fragilities. As in the case of Holling’s adaptive management and 

Goldman Sachs’s business continuity plans, big data operate in Taleb’s 
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Excursus 4.1

The East Kolkata Wetlands

The megacity of Kolkata, West Bengal, India, lies on the floodplains of the 

Hooghly River at sea level (figure 4.10). One of the largest and densest settle-

ments on earth, the city was central to the development of capitalism and 

has long been at the heart of global trade and commerce. Kolkata was also a 

massive terraforming project for imperial and capitalist concerns. In search of 

wealth from saltpeter, opium, salt, silk, cotton, jute, tea, and rice, the British 

East India Company first transformed the silt and protective wetlands of the 

area into a logistical center through the creation of this riverine port in the late 

eighteenth century.66

This transformation of nature into real estate also inaugurated one of the 

world’s great pandemics. Cholera bacteria lived untouched and untroubled 

inside small snails at the bottom of the river. When the East India Company’s 

dredges uprooted these snails, and with them the bacteria they sheltered, they 

4.10  Rajarhat, district 5, New Town, Kolkata, India. Source: Photo by Orit Halpern, March 

13, 2016.

antifragility planning not in the service of imagining and instantiating 

specific futures but rather in consolidating and extending aspects of the 

present into the future.
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4.11  East Kolkata wetlands. (a) Fish farming. (b) Real estate speculation and high-end 

luxury development. Source: Photos by Sudipto Basu, October 4, 2021.
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Excursus 4.1 (continued)

unleashed cholera into human populations. By the early nineteenth century, 

the first cholera outbreaks were reported in Europe. The pandemic continued 

for decades, becoming one of the most lethal pathogens afflicting human 

populations.

The wetlands of West Bengal have in this way long served as both sites 

of speculation and ecological catastrophe (figures 4.11a and 4.11b). Today, 

these silts and wetlands are rapidly being converted into shiny office tow-

ers in the search for smartness. The fancy peri-urban new and smart cities of 

the region, such as Rajarhat, Salt Lake City, and New Town, all tout slogans 

of a clean “atmosphere,” of green construction, green corridors, and smart 

services and buildings. New Town, one of the shinier greenfield suburbs being 

constructed, has even recently been ordained by the Ministry of Housing and 

Urban Affairs as the “eighth most intelligent” of India’s 100 smart cities. It has 

been certified and identified as “enabled” by an instrument labeled the data 

maturity assessment framework 2.0 that measures how much data is put online.67

Bengali state planners hope for growth and innovation in Kolkata’s tech-

nology sectors, which is lagging in comparison with other regions in India, by 

means of new developments on the former wetlands. While much of the new 

housing in Rajarhat, as well as in its nearby New City and Salt Lake develop-

ments, is underoccupied (having been bought for speculation by domestic and 

foreign investors), construction continues ahead at full speed on luxury con-

dos and office parks. These spaces are highly leveraged and derived, conjoining 

joint imaginaries of smart and greenfield cities fostered by the Indian govern-

ment and Bengali planners with derivative actions of global finance capital.68 

Whether these aspirations for smartness are realized or not, the developments, 

including a new Trump Tower, are commencing at a frantic pace. At the same 

time, some 30,000 people (as of 2016; the current total is surely much higher) 

have been displaced by the past decade of development.69

This search for real estate to build smart cities is, however, happening on 

top of the city’s alternative infrastructures for resilience and life. Kolkata is 

perhaps the only city of its size on earth that has no wastewater treatment 

facilities. In the 1980s, sanitation engineer Dhrubajyoti Ghosh was asked by 

a finance minister to investigate the sewage treatment situation in Kolkata. 

He realized there was none. Instead, he discovered something long known to 

local fishermen and denizens (not to mention the millions eating the fish)—

namely, that a system of aquatic agriculture dependent upon the local algal 

ecology was conducive to degrading wastes and could serve multiple func-

tions. Seemingly miraculously, a city of 14.5 million inhabitants, 70 percent of 

whom live in poverty, has its water fairly effectively recycled and cleaned by a 

wastewater aquaculture area called the East Kolkata Wetlands (EKW).

The EKW help feed a city in which the majority of the population lives 

in poverty, provide cheap and energy-free sewage treatment, and—equally 



important—serve as one of the most important ecosystems and ecologies for 

flood defense in the face of climate change. The Rajarhat area in the wetlands 

also contains aquifers crucial for the water recharge of the entire delta and 

may maintain the hydrological equilibrium of large amounts of the subconti-

nental watershed. It is also a biodiversity hot zone.

The demise of the EKW to make way for smart buildings and infrastructure 

puts at risk the lives of the poorer denizens of Kolkata, as well as the existence 

of many nonhuman species. Environmentalists and planners have drawn on 

the concept of resilience to argue that destroying this area may be the death 

knell for a city that is one of the most vulnerable in the world to sea-level rise.70

Ghosh himself described forms of planning in which consideration of the 

poor is excluded from urban planning and engineering schemes as “cognitive 

apartheid.71 In the past 30 years, many Asian cities turned from wastewater 

aquaculture to other forms of monoculture agriculture and abandoned wetland 

methods in the name of higher-technology sewage treatment plants. Kolkata 

had remained one of the exceptions to this rule. Though in 2002 the EKW was 

designated a Ramsar site and so is in theory protected under the purview of 

the United Nations Educational, Scientific, and Cultural Organization, ongoing 

dispossession—largely achieved through fraudulent means as poor fishing fami-

lies are bought off—has transformed protected lands into speculative real estate. 

At the same time, the government touts sustainability and resilience primarily 

by understanding cities as “engines of growth for the economy . . . ​setting in 

motion a virtuous cycle of growth and development.”72 These contemporary 

practices extend earlier postcolonial policies encouraging urbanization and, 

supposedly, modernization, with smart cities as the next step in this process.

The irony, of course, is that just as the wetlands and their denizens are dis-

possessed and destroyed in places like Kolkata, wetlands have become central 

to urban planning in the rich Global North. In cities like Boston, New York, 

and Miami, the centrality of such designs is becoming increasingly under-

stood as a key feature of smartness (figure 4.12). In these sites, ecosystems are 

understood to be acting as sensors, data collectors, filters, and nurseries for 

biodiversity as they protect the surrounding city.

Wetlands in this way highlight both the promise and the peril of smart-

ness. Smartness produces resilience—but for whom or what is such resilience 

an issue? Smartness reimagines the divides between urban-rural and the hin-

terlands and the metropolis and creates new understandings of intelligence 

and knowledge. But it can also be recuperated to justify the destruction and 

sacrifice of certain lives at the cost of others. The Indian government, in its 

own search for smartness, has defined this concept broadly: since “there is 

no universally accepted definition of Smart City” then “the objective [of the 

smartness initiative] is to promote cities that provide core infrastructure and 

give a decent quality of life.”73 We agree, but note that in the absence of his-

tory and genealogy, the discourses of ecology and resilience are likely to be 

subsumed within neoliberal economy and environmental management.
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RESILIENCE REPURPOSED

Each of our earlier examples—adaptive management, BCM practices, and 

antifragility strategies—instantiates in its own specific ways the more gen-

eral logic by which smartness combines data gathering, modeling, and 

planning. Smartness predicates itself on a world assumed to be so complex 

that it can never be perfectly modeled, which in turn means both that 

catastrophes must be habitually expected and that one cannot plan for 

the next specific disaster. The logic of smartness thus endorses Paul Virilio’s 

suggestion that we live in the era of the “generalized accident”—that is, 

an age characterized by catastrophes that are largely human induced yet 

nevertheless cannot be anticipated in their specifics.74 The best one can do 

is to manage specific accidents as they arrive. Such management requires 

ever-increasing data collection within microenvironments, which is then 

4.12  Floating wetlands, Charles River, Cambridge, MA. Source: Photo by Orit Halpern, 

April 17, 2021.
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networked in order to avoid the errors of centralized command and con-

trol. Within smart city logic, for example, the emphasis is on data-driven 

planning that can rapidly accommodate climatic, economic, or political 

change without being burdened by any specific political plans or dynamics.

At the same time, this effort to manage unthinkable futures encour-

ages a constant search for “the long tail” (data that points to extreme and 

unusual events) since the very logic of planning is understood as insepara-

ble from the temptation to take the norm—that is, what usually happens—

for the entire space of possibilities. The assumption that catastrophe must 

be understood as habitual, so to speak, drives efforts to build technologies 

that can disperse risks in time and space, whether through the actual con-

struction of diffuse and decentered physical networks or through forms 

of financial risk management, such as insurance or financial derivatives. 

All of these technologies require increased environmental calculation 

and computation, yet this increase of data gathering and technologies is 

not grounded in a discourse of certainty, causality, or positivism. Donald 

Rumsfeld, secretary of defense under President George Bush, perhaps put it 

best in his now infamous dictum that “there are known knowns; there are 

known unknowns; and there are unknown unknowns.” Resilience plan-

ning is the means through which systems can prepare for, and (after the 

fact) learn from, those future unknown unknowns—all of which are, it 

goes without saying, assumed to be threatening and negative.

Returning to our opening example of COVID-19 curve flattening, these 

elements of smartness are at the heart of the strategies that governments 

have used to manage a pandemic that was unanticipated in its specifics 

but that was also, as we noted, anticipated by public health experts as a 

possible and even likely future scenario. A search online for “resilience” 

and “COVID-19” reveals a massive number of articles, websites, and con-

sulting services dedicated to logistics, psychology, and community activ-

ism.75 For managers of supply chains and corporations such as SAP and 

IBM, corporations must become resilient to ensure business continuity: 

“just-in-time” manufacturing has now become “just-in-case” manufactur-

ing, and companies are urged to increase their options, to diversify supply 

chains geographically, to begin thinking about plasticity in manufactur-

ing infrastructure (for example, being able to make alternative products), 

and to identify vital services and processes ahead of time. The COVID-19 
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pandemic has also clarified which populations national governments con-

sider “expendable”—generally, the elderly, people with underlying health 

conditions, and people of color—as politicians seek to contain the spread 

of infection while at the same time ensuring continuity of the economy. 

As was especially evident in the response of the Trump administration in 

the US, resilience can be employed as a means of naturalizing violence 

by exploiting the uncertainties around a catastrophe—uncertainties, for 

example, about the precise vectors of transmission (surfaces and airborne 

respiratory droplets? Droplets only in closed rooms? and so on)—as a ratio-

nale for doing nothing (which in fact means allowing disproportionately 

high numbers of certain populations to die).76

Perhaps counterintuitively, though, resilience has also been invoked as 

a strategy, norm, and aspiration by some of those same groups positioned 

as expendable within government and corporate strategies of dealing with 

COVID-19. On the Black Lives Matter website, for example, resilience is 

imagined as an alternative to the triage logic of the status quo: “We affirm 

our humanity, our contributions to this society, and our resilience in the 

face of deadly oppression.” Critical race theorist Kara Keeling has drawn 

on Taleb’s related concept of antifragility as a figure of thought for Black 

liberation and for the possibility of becoming stronger through exposure 

to ongoing shock. Keeling stresses that Taleb’s book itself is a neoliberal 

treatise and is interested only in the implications of antifragility for com-

mercial entrepreneurialism. Yet she notes that precisely because Taleb’s 

concept of antifragility is a critique of the efforts of economists to predict 

and control future risks through computational and calculative techniques 

of derivation and commensurability, it can be part of a liberatory strategy. 

More specifically, Keeling suggests that

the concept of “antifragility” offers the following to the present project [of her 
book Queer Times, Black Futures] and its investments in freedom dreams: (1) a 
critique of finance capital’s construction of “futures” . . . ​and (2) another way of 
thinking about the queerness in time as an ally in building the antifragility of 
freedom dreams, the obsessive love that sustains them, and those who advance 
such dreams within, without, and through love.77

The concept of antifragility is useful to Keeling—and the related concept 

of resilience is presumably useful to the authors of the Black Lives Mat-

ter website—because these concepts focus attention on the connection 
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between thriving and shock. Keeling suggests that “something is anti-

fragile when it thrives rather than breaks in conditions of disorder and 

randomness,” and hence “Taleb’s work enables the insight that Black 

cultures are antifragile. They build accidents and surprises into the mod-

ulations that enable them to endure.”78 For Keeling, the concept of anti-

fragility calls for us to understand the future of our present as not yet 

decided and so as potentially radically different from the present. Keel-

ing’s concept of shock thus does not legitimate the sacrifice of lives but 

rather recognizes that trauma has been ongoing and continuous for Black 

people and many others. Such trauma, however, not only can be survived 

but can become a source for creativity and transformation.

Excursus 4.2

Possible Futures of the Smart Forest

In ecology, too, resilience is now a contested concept and tool for reimagining 

more diverse futures and forms of life. Suzanne Simard, a forestry professor at the 

University of British Columbia, is a leading voice in contemporary forest man-

agement and is best known for her work on forests as communication systems 

that have “social lives.”79 In the late 1980s and 1990s, Simard (like Holling a 

few decades earlier) worked for the Canadian forestry industry. Her studies dem-

onstrated, again, that when loggers replaced diverse forests with homogeneous 

plantations the new trees failed to thrive. However, Simard, perhaps unintui-

tively, noted that part of this plantation system required the clearing of under-

brush and the movement of soil, so she began to examine the soil. Her article 

and thesis in the mid-1990s on the subject changed the field significantly.80

Simard discovered that trees communicate through networks of mycorrhizas 

that exchange carbon, phosphates, and hormones. She subsequently employed 

genomics, radiation sensing, and a combination of big data from satellite, for-

est sensing, and genomic testing to illuminate the incredible complexity of 

biodiversity and its importance for conservation. A central component of her 

approach was the idea of a “mother tree”: a living archive of both knowledge 

and energy for the forest. These trees foster seedlings and are critical nodes that 

permit the forest to thrive. Advanced mapping of this network—which was, in 

essence, a smart or big-data project, though for unusual ends—facilitated an 

understanding of the key infrastructures that, if destroyed, lead rapidly to the 

demise of the entire ecosystem.81

The work of Simard and fellow ecologists creates a different visualization 

of the forest (see figures 4.13 and 4.14). Major news outlets translated this 
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4.13  Network image showing the linkages between Douglas fir trees through 

the mycorrhizal network. The arrow points to the most highly connected tree. 

Source: Beiler et al. 2010, displayed online in Suzanne W. Simard, “Nature’s Inter-

net: How Trees Talk to Each Other in a Healthy Forest,” TEDxSeattle, February 

2, 2017, https://www​.youtube​.com​/watch​?v=breDQqrkikM​.

https://www.youtube.com/watch?v=breDQqrkikM
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4.14  Another network image of tree exchange of nutrients. “Woodwide webs” show-

ing links between older “mother” trees, saplings, and other species of trees. The lines 

illustrate the flow of chemicals and energy between the trees. The studies even demon-

strated that trees can signal each other to begin preparing against predators, such as 

budworms. This incites the surrounding trees to begin preparing defenses (sap) against 

possible insect invasion. Source: Suzanne W. Simard, “Nature’s Internet: How Trees Talk 

to Each Other in a Healthy Forest,” TEDxSeattle, February 2, 2017, https://www​.youtube​

.com​/watch​?v=breDQqrkikM​.

https://www.youtube.com/watch?v=breDQqrkikM
https://www.youtube.com/watch?v=breDQqrkikM


Excursus 4.2 (continued)

data and approach into the claim that forests have a “social life,” that trees 

“communicate” with each other, and that we should never “underestimate 

the intelligence of trees.”82 Simard herself, however, discusses the forest in 

terms of smartness and calls a forest “an internet of trees”; in this way, she 

clearly asks her audiences to understand a forest in terms of the communica-

tion networks usually assigned to digital media. And for Simard this is not 

simply a metaphor, for her modes of visualization—from Geiger counters and 

tracing the spread of radiation among mycorrhizal networks and through root 

systems and soil to genomic analysis—are all forms of digital visualization 

that became possible in the past recent decades and facilitated the production 

of models that could not be seen earlier (and hence could not be imagined).

Simard cites Gunderson and Holling as her predecessors and extends their 

understanding of biodiversity into adaptation. As she and her colleagues write 

in a recent summary article, they understand adaptation to be the next step in 

understanding ecosystems:

The adaptive capacity of many complex systems is related to the concept of ecosystem 
resilience [developed by Holling and Gunderson] but with an important difference. Eco-
logical resilience can be characterized by the amount of change that an ecosystem can 
absorb before it loses its ability to maintain its original function and structure, i.e., its 
identity. Following a disturbance, a resilient system has the potential to recover its origi-
nal structure, functions and feedbacks. In contrast, adaptation enables an ecosystem to 
modify its structure and composition so it can sustain major functions or develop new 
ones. It enables the ecosystem to reorganize in a manner that avoids maladaptation to 
the new environmental conditions.83

Within the new matrix of ecology governed by means of complexity theory, 

true resilience is no longer simply sustainability but adaptability. This is a 

form of adaptability, moreover, that only comes to be through networks of 

smartness—that is, codependencies and relations between many parts of the 

forest and diversity in the underbrush, in the trees, and in the soil.

Mycorrhizal networks are essential for this approach, for they share chemical 

signals, nutrients, and carbon among the trees. These forms of communication, 

sharing, and signaling play critical roles in adaptation. These networks, ecolo-

gists argue, are not only information systems like markets, signaling different 

life forms to adapt. The networked forest, ecologists argue, also has a memory:

Complex systems accumulate information from the past that influences future trajec-
tories through persistent change in the system’s structure and composition. . . . ​This 
memory may derive from past events, some minor or random, that are reinforced through 
feedbacks in the system and constrain its future trajectory. In forests, early recruitment 
of pioneer species following a disturbance modifies the habitat and influences prospec-
tive colonists. . . . ​Forest management practices may also create path dependency, as for 
example in Canada, where an emphasis on stand-level silvicultural planning still drives 
current management practices. This emphasis persists despite new technologies (such as 



GIS and GPS) that readily permit management at larger scales that may be more ecologi-
cally and economically relevant.84

Forests have memories, and these memories shape the future of the ecosys-

tem. These memories are held within the material bodies of the plants and 

related species, as well as in the choices made by humans and by the vagaries 

of which trees are grown and where. For Simard, the forest’s ability to com-

municate, the strength and vitality of the nodes of mother trees, and the trees’ 

connection to other species and their saplings are all questions of history. 

A system that has been devastated and monocropped will lack the material 

memory to adapt to future changes.

This memory augments the machine systems that both make this forest 

visible and enable it to be destroyed. The proto–geographic information and 

proto–global positioning systems that Holling first used in Canada allow for 

ongoing understanding of the changing densities, species, and temperatures of 

the forest. However, this knowledge must be used within the context of under-

standing the system as changing and always evolving, rather than as static.

This understanding of the forest and how one can maintain its “services” 

has been critical to changing the practices of forest management. This under-

scores the more general point that specific ways of visualizing life have material 

impacts on that life itself. Simard and her colleagues argue that good policies 

encourage forest harvesting that respects the network and avoids damaging 

critical nodes. They also argue that wood can be harvested, but only if care 

is taken not to clear cut and attention is paid to regrowing the forest under-

growth, maintaining the soil’s diverse life forms, and reintroducing multiple 

tree species on the basis of an understanding of their interrelationships.

We have highlighted this new understanding of adaptability because it also 

highlights the positive potential of the concept of resilience. In this case, new 

forms of digital data and imaging, combined with new models of networks, 

learning, adaptation, and communication, have led to forms of managing 

forest futures in more diverse ways. Complexity systems thinking in forestry 

understands the need for change and understands that forests are always in 

transition while also emphasizing “holistic” management approaches, which 

(to paraphrase Holling) enhance adaptability and resilience for futures that 

cannot be fully predicted. Diversity is a value in part because of uncertainty.

CONCLUSION

At stake in the competing understandings of resilience and antifragility 

that we have noted above is the common question of what, precisely, 

“learning with continuity,” to draw on Holling’s powerful phrase, can 

and should mean and how computation fits into that aspiration. We can 
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parse this into four questions: What is learning? What must remain con-

tinuous for learning to happen? What is the role of computation in learn-

ing with continuity? And on what image of biological evolution does such 

learning model itself?

We take up the second question first, for the question of what must 

remain continuous for learning to happen provides the clearest axis of dis-

tinction among the different images of resilience and antifragility that we 

have discussed in this chapter. BCM stands at one extreme. This practice 

focuses solely on the individual corporation and seeks to ensure that the 

core business—and ultimately the elements of the core business that affect 

the corporation’s share price or profit margin—remains continuous. The 

environment of the business, whether understood as the natural, politi-

cal, or social environment, is relevant only insofar as it bears upon the 

ability of the legal entity of the corporation to persist through time. In 

practice this means that the resilience at which BCM aims requires the per-

sistence of the legal, political, and social status quo. The problem with that 

approach to resilience, Keeling suggests, is that it forecloses on a future not 

predicated upon racial capitalism. Drawing on the example of Royal Dutch 

Shell—the company that, as we noted above, was central to the develop-

ment of scenario planning as a corporate practice—Keeling contends:

Royal Dutch Shell’s existence is predicated on a system of racial capitalism that 
thrives on the dispossession and exploitation of Black people, Indigenous peo-
ples (some of whom describe themselves as “Black”), and people of color. A 
future in which Royal Dutch Shell would continue to exist as such forecloses 
upon a future in which those groups of living beings we currently can identify 
as “Black people” and/or Indigenous peoples, have the resources to enjoy a sus-
tainable and joyful existence on this planet.85

For Keeling, the learning that is necessary in order to create a future 

that is not simply an extension of the inequities of the present can be 

found in the continuous and resilient “freedom dreams” of what Cedric 

J. Robinson first called the Black radical tradition, which has thrived not 

simply in the face of, but because of, the shocks and trauma that partly 

engendered it.86 Where corporate, financial, and logistical approaches to 

resilience assume a world of scenario plans and unanticipatable futures 

divorced from historical legacy or context—and where focusing on ser-

vices eliminates any need to consider the specifics of environments or 
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milieus—Keeling understands resilience as inextricably linked to an 

extended historical consciousness and to the conscious and planned 

redesigning of institutions and environments.

Keeling’s stress on the link between resilience and an extended his-

torical consciousness seems to us well worth endorsing. This link under-

scores the extent to which Hayek’s image of the market as information 

processor—and, to a lesser extent, Holling’s image of ecosystem services 

that persist even as individual species come and go—has no interest in 

history: so long as the market (Hayek) or ecosystem services (Holling) 

persist, the species of the past are of no interest or relevance. Hayek’s and 

(sometimes) Holling’s disinterest in history is drawn from their under-

standing of evolutionary biology, for whatever evolutionary links there 

might be between a species in the present and the ancient species to 

which it is related is of no interest or help to the present species in its 

struggle for survival.

This in turn highlights the difficulties of drawing on biological evolu-

tion as a model of learning. While biological speciation certainly involves 

change, it is hard to see what, precisely, learns as a consequence of that 

change (if only because no species gets a chance to learn from its mistakes 

after it has gone extinct). Keeling’s approach thus suggests that understand-

ing resilience as a call for multiplicity, and for futures not yet known, will 

require a mode of ecological thinking that runs counter to the optimizing 

demands of capital and that can offer the possibility not of a new normal 

but a new nature.

At the same time, we also need to rethink the role of computation and 

sensing (and the infrastructures and institutions that support these func-

tions) in enabling this new ecology of learning. Computation, in Keel-

ing’s account, seems to be primarily a support of racial capitalism, and it 

is possible to imagine, following Fred Moten, that in the face of the smart-

ness mandate or any other aspect of the normative present “the only 

thing we can do is tear this shit down completely and build something 

new.”87 If we return to our example of the COVID-19 pandemic, though, 

it is not entirely clear what this means or how it would differ from the 

current strategy of the political Right. Presumably, it is a good thing to 

track and seek to control COVID-19 curve rates via smart technologies, to 

analyze this data carefully to determine which communities are suffering 
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disproportionately and to seek to ameliorate those differences, and to 

provide intensive care to anyone who needs it. The alternative strategy 

favored by the Right—namely, actively dismantling the systems that 

would allow for this kind of tracking and care—in the end amounts to a 

sort of economically oriented triage logic, according to which those who 

have the economic means ensure care for themselves, and everyone else 

is forced to hope for the best.

The strategy of tearing everything down also arguably overestimates the 

coherence of “the system” and so misses chances for both learning and 

continuity. The genealogical approach that we take in this book is intended 

to underscore the (generally unintentional) bricolage that has brought 

together the premises, technologies, and dispositifs of the smartness man-

date. This bricolage in turn means that these networked computational 

technologies can be used to other ends. One starting point, for example, 

would be to identify those services—for example, equitable health care or 

universal food and emotional support during a global pandemic—that we 

wish to remain continuous and to figure out concretely the ways in which 

the tools of smartness can be reoriented toward those goals. In Simard’s 

new ecology of the smart forest, we can perhaps see at least an inkling 

of what such a rethinking might mean. And in our coda, we will turn to 

what it might mean to explore the layered temporalities and bricolages of 

smartness.



The smartness mandate is the demand, cast by its advocates as having the 

force and irresistibility of a law of nature, that all social processes become 

smart. A social process becomes smart when the populations within which 

that process occurs are redesigned as experimental zones, so that widely 

distributed forms of electronic sensing produce data that can be processed 

algorithmically, and in this way enable constant and quasi-automatic 

learning about, and adaptation to, an ever-changing environment (i.e., 

resilience). Because smartness is presented as a—or more often, the only—

means by which humans can successfully adapt their current highly tech-

nical collective existence to those threatening changes in global ecology 

and geology that humans themselves have engendered, the smartness 

mandate seems to emanate less from sites and structures of human govern-

ment than from nature itself and its evolutionary processes.

As we have documented in this book, many of the guiding premises 

and models for the smartness mandate first emerged in what we might 

broadly call the cybernetic sciences of the 1940s and 1950s. These ele-

ments were linked to one another in new ways in the 1970s and 1980s, 

often as responses to new forms of global relations, including postcolonial 

movements (which called into question the post–World War II geopoliti-

cal order), changes in the structure of global monetary flows and finance 

(the collapse of the Bretton Woods international currency system enabled, 
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for example, a new system of finance and derivatives), and ecological con-

cerns (which stressed for many the inability of the traditional nation-state 

to address problems that extended beyond national territories). These new 

linkages solidified into the smartness mandate in the early 2000s, often 

guided by the convergence of neoliberal policies and the new capacities of 

computing and sensing technologies.

Yet we have also stressed in each chapter both the contingent nature of 

these connections and the alternative possibilities enabled by the premises, 

models, and techniques that make up the smartness mandate. In our coda 

we expand on these alternative possibilities, and we do so in the name of 

what we will call the biopolitical learning consensus. The smartness mandate 

seems to be a mandate in part because of the high stakes involved: for 

its advocates, we must become smart or else go extinct as a species. And 

the smartness mandate enjoins us to smartness—rather than, for example, 

rationality—in order to underscore the inability of unassisted human rea-

son to understand and cope with the modern challenges that humans face; 

as a consequence of this incapacity, humans need learning processes that 

take place largely within computer systems and that have no telos other 

than perpetual resilience.

What we call the biopolitical learning consensus agrees that unassisted 

human reason cannot fully understand and cope with the modern chal-

lenges that humans face and that, as a consequence, humans need learning 

processes that take place at least partly within computer systems. Yet for 

the biopolitical learning consensus, the limits on unassisted human reason 

stem less from intrinsic limits of rationality than from the fact that there 

is no one group of humans that would ever be able to define the nature 

and contents of rationality or human reason. Rationality is not something 

that can be defined and axiomatized by, for example, the game theorists 

of the 1960s; rather, it is a capacity that is always at work and that works 

differently in every human collective. Learning processes that take place in 

part within computer systems thus need to remain open to different per-

spectives on both what constitutes rationality and what counts as learning.

In place of a mandate to be smart, the biopolitical learning consensus 

seeks to bring these different perspectives together—that is, to feel and 

think together with them. And unlike past examples of political “con-

sensus” that in fact represented agreement among a very small number 
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of people—for example, the neoliberal “Washington Consensus” that 

emerged in the late 1980s—this consensus has no geographic location 

but rather comes together through the distributed efforts of those inter-

ested in learning in all its forms.

The linkage we make between learning and plurality seeks, in one 

sense, to lead the thought of populations away from their conceptual 

and literal capture by markets. In chapter 1 we presented biologist Ernst 

Mayr and economist Friedrich Hayek as uncanny doubles of one another. 

Neither was interested in equilibrium states but rather in what happened 

when conditions changed. Both felt that differences between each of the 

members of large collectives—biological populations, for Mayr; market 

participants, for Hayek—were key to understanding both the capacity for, 

and the actual process of, adaptation to a changing environment. For 

both Mayr and Hayek, this process of adaptation was invisible to the par-

ticipants within this process: a subspecies adapts to its changing environ-

ment by transforming into a new species, but no member of the species 

can be said to learn in this process. In similar fashion, the market “pro-

cesses” the local information possessed by each market participant by 

means of the prices of goods, but neither the market as a whole nor any 

market participant learns, precisely. Yet, perhaps paradoxically, the points 

of conceptual resonance between Mayr’s and Hayek’s accounts enabled 

concepts from each of their respective disciplines to serve, beginning in 

the 1950s, as points of orientation for computer models of human learn-

ing and, subsequently, for models of computer learning.

For the biopolitical learning consensus, the concept of population is 

much more helpful than the concept of the market for reappropriating 

concepts of learning. This is in part because, even in Mayr’s biological for-

mulation, population has a much more capacious sense of difference than 

does Hayek’s market. While Hayek’s market participant is, like Mayr’s bio-

logical individual, a site of difference, Hayek’s market eliminates any dif-

ference that cannot be related to the market metric of price. While fitness 

might seem to play the same role in Mayr’s account, in fact the persisting 

ambiguities of what, exactly, constitutes biological fitness necessarily make 

this a more capacious concept. However, beyond this narrow biological 

point, population is also a term employed within numerous discourses, 

including demography, public health, and public policy, which opens up 
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this concept toward what Roberto Esposito and others have described as 

an affirmative biopolitics.

In each chapter we have sought to illuminate contemporary experi-

ments that direct collective intelligence, sensing, computation, ecology, 

and economy toward more equitable shores—that is, toward what we are 

calling the biopolitical learning consensus. As a way of illuminating the 

latter even further, we close with some final reflections under two head-

ings: the relationship of learning to democracy and the relationship of 

learning to history and memory.

LEARNING AND DEMOCRACY

Smartness is understood by its advocates as a method of perpetual learn-

ing. For this reason it is fundamentally distinguished from rationality, 

which in all of its modalities (ancient, classical, Cold War, and so on) 

focuses on stable criteria for judgments. Smart technologies are perpetu-

ally involved, of course, in making judgments. However, these judgments 

are understood as always provisional and error prone and hence primar-

ily occasions for further learning. Moreover, both these provisional judg-

ments and the open-ended process of learning that they enable cannot be 

restricted to the conscious decisions of humans because they also involve 

automated judgments based on large data sets and environmental systems 

of sensing. And because smartness presumes an environment that can 

never be fully known or mapped, learning has no endpoint: that is, there 

can be no state of knowledge or decision-making beyond smartness.

This approach to judgment and learning sets up a potential conflict with 

the values and procedures of democracy, though this differs in important 

ways from the tension between democracy and neoliberalism. As histori-

ans of economics such as Philip Mirowski and Edward Nik-Khah have doc-

umented, neoliberal economists—who often also served as shock doctrine 

consultants—made no secret of their disdain for democracy whenever the 

latter seemed to question the purported wisdom enabled by markets.1 For 

neoliberal economists such as Friedrich Hayek, George Stigler, and Mil-

ton Friedman, the process of voting that occurs within a representative 

democracy is a coarse and problematic approximation to the distributed 

decision-making that occurs through purchasing decisions; ideally, then, 
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the decisions currently made by means of democratic political processes 

would be shifted into purchasing decisions.2

On the one hand, smartness is also characterized by an elective affin-

ity to markets, since the latter employ a quantitative measure (price) that 

can easily be integrated into smart learning algorithms for the purpose 

of “weighting” elements of the latter. On the other hand, smartness is 

not committed to price as the measure of all things, for the “wisdom” of 

its distributed populations can also employ nonprice metrics (e.g., page-

ranking methods, Wikipedia, etc.). Yet because its distributed knowledge 

can only be harnessed by means of environmental sensing and algorithmic 

computation, smartness still bears a fundamentally ambivalent relation-

ship to democracy, since it is not clear what role machines and auto-

mated modes of decision-making ought to play in democratic processes.

We wonder whether democracy and smartness might be brought 

closer together by thinking about the latter through the example of one 

of the supposed detriments of liberal democracy—namely, its tendency 

toward perpetual conversation. Twentieth-century critics of democracy 

such as Carl Schmitt and Leo Strauss pointed to what they saw as a con-

tradiction between the democratic assumption that the diverse perspec-

tives of the populace must be respected in any concrete decision and the 

fact that every concrete decision necessarily negated the validity of the 

perspectives of those who voted against the decision.3 For Schmitt and 

Strauss, this meant that democracy was either a perpetual conversation 

that avoided ever arriving at concrete decisions or that it must make 

recourse to extrademocratic states of exception in order to make concrete 

decisions. Yet the temporal orientation of smart learning—its open-ended 

commitment to revision and change—might itself serve as a figure for 

the open-endedness of democracy, in the sense that smartness neces-

sarily involves decisions but does not necessarily consider any of those 

final. From this perspective, the fact that the quantitative dimension of 

smartness is not bound to the market (even if it often finds itself drawn 

into the gravity of the latter) certainly makes it a better bedfellow for 

democracy than neoliberalism proper, for the latter precludes any court 

of appeal beyond the market’s red tooth and claws. (Nor, we will add, 

are the aspirations of contemporary democracy necessarily alien to big 

data and algorithms, for it was precisely the latter that enabled critics of 
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gerrymandering to prove to the US Supreme Court that such had in fact 

taken place in North Carolina in the United States.4)

The question of what learning means is clearly key to any effort to bring 

smartness and democracy closer to one another. If smart learning is under-

stood through a Darwinian image of winners ruthlessly divided from los-

ers in a process of evolution, smartness will likely always find itself unable 

to escape the event horizon of the market. We have pointed, however, to 

other images of natural evolution—for example, the smart forest—that can 

move us toward other images of learning. Nor does learning itself need to 

be bound to a biological image. To return to our opening example of the 

Event Horizon Telescope, we find hope in the signals of a black hole, which 

were sent eons ago from a time beyond human—even Terran—time. This 

is a reminder that some experiences can only emerge through the global 

networks of sensory and measuring instrumentation. There are in this sense 

radical possibilities in realizing that learning and experience might be not 

only internal to subjects but also shared. Perhaps these are just realizations 

of what we have known all along: that our worlds are composed of relation-

ships to Others.

HISTORY AND MEMORY

As we have noted at multiple points in this book, the “success” of smartness 

is in large part a function of its agnostic relationship to crisis and catastro-

phes. Rather than seeking to specify in advance what might constitute a 

crisis—a specification that would itself require explicit value judgments—

smartness instead presents itself as an all-purpose method for responding 

to any and all crises, whether these seem primarily political (e.g., terrorism), 

economic (e.g., collapse of futures markets), medical (e.g., pandemics), or 

ecological (e.g., rising sea levels). Smartness is both an epistemology and a 

set of technologies for ensuring consistency throughout multiple crises, or 

what Holling called “learning with continuity.” Though smartness has a 

memory of sorts, in the sense that each crisis should be an occasion to learn 

even more about the means for ensuring consistency in the next crisis, 

there is no space in the epistemology of smartness for history, memory, and 

historical trauma in the sense in which we usually understand those terms.
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We have thus sought, at various points, to open up smartness to tradi-

tional understandings of history, memory, and historical trauma. In some 

cases this was via an appeal to alternate understandings of natural evolu-

tion: for example, Simard’s understanding of the smartness of forests as 

in part a function of their capacity for extended memory. In other cases 

we emphasized the long lineages of trauma of those deemed “losers” by a 

market-oriented vision of smartness (for example, those who lost houses 

in the global market crash of 2008, who were overwhelmingly also those 

who would earlier have been denied housing loans due to racial redlin-

ing policies). In addition, we excavated alternative visions of computa-

tion and living, such as the Japanese architect Arata Isozaki’s City in the 

Air project, which was like, yet differed significantly from, Negroponte’s 

vision of soft architecture. Had these past experiments been embraced, 

they would have led smartness in different directions. They are in this 

sense especially important to our project, for they underscore that the 

smartness mandate was not inevitable but instead resulted from contin-

gent connections and alliances.

To stress even further this fact of contingency, we wish to recall that 

although machine learning since the 1950s has become a project of revis-

ing cognition, it was originally an attempt to understand better what we 

might call the historical dimension of human perception. The first model 

of a neural network, for example—Frank Rosenblatt’s perceptron—was not 

introduced as a model of artificial intelligence but was intended to teach us 

about natural intelligence. The perceptron was not a technical solution to 

a problem (how to automate pattern recognition) but rather a way to pose 

questions and learn about an unknown entity (natural intelligence). Or, 

more accurately, it was an experimental construct for producing models, 

which asked: How might such a model change how we understand what a 

machine or a mind might be?5

One answer to that question emerged from the genealogical relation-

ships among Rosenblatt, Hayek, and Hebbs (as well as Donald Ewen 

Cameron, Milton Friedman, Augusto Pinochet, and a host of others) and 

eventually gave rise to what Naomi Klein called the shock doctrine. Yet 

the movement from the shock doctrine to the smartness mandate reveals 

yet a different answer, or set of answers, to the question of what machines 

and minds—and their interrelationships—might be. Our hope, of course, 



226	C ODa

is that this book can, by returning us to this contingent genealogy, help 

us to formulate yet other answers.

We conclude by returning to the beginning. The Atacama Desert, where we 

began our prologue, is, on the one hand, the site of new capacities: a site, 

for example, in which astrobiologists can locate new forms and modes of 

life; a site for which computer scientists can develop new mathematics of 

real-time monitoring and modeling of massive copper and gold mines; and 

a site by means of which astronomers can produce new images of aspects of 

the universe, such as the event horizon of a black hole. On the other hand, 

the production of these new capacities in the Atacama also seems to bring 

its own forms of death by contributing, for example, to the disappearance of 

native flora and fauna, including Indigenous human groups. But even in the 

face of this apparent loss and death, smartness is positioned by its advocates 

as a potential savior. Sociedad Química y Minera engineers, for example, 

assert that new technologies will allow water managers to optimize water 

usage by recycling and collecting the water that evaporates. Smartness pur-

portedly enables, in other words, the most finite resource in the desert (water) 

to become elastic and optimizable and allows the environment more gener-

ally to become fortified and made resilient. From this perspective, resource 

limitations and catastrophic environmental events no longer emerge as “cri-

ses” that necessitate responses by experts (even those economists who are 

experts in “austerity” fiscal policies). They can instead be addressed through 

incremental experiments, which enable would-be crises to be ameliorated 

through endless adjustments and manipulations of time and data collection.

Yet time and data can be manipulated in many ways, and one spe-

cific manipulation of this same desert—Patricio Guzman’s film Waiting 

for the Light (2010)—underscores some of what is lost in these dreams of 

smartness. In the immediate aftermath of the September 11, 1973, coup 

in Chile, nearly 10 percent of the national population was tortured, “dis-

appeared,” or exiled. Some of those who were disappeared ended up in 

the desert, first taken by Puma helicopter from detention sites and then 

either killed and buried in unmarked graves or thrown from the heli-

copter. These disappearances were only a small part of a larger program 

of torture and murder. Over 2,000 Chileans were murdered, and tens of 

thousands tortured. Thousands also fled the country (see figure C.1).6
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Guzman’s film creates visual parallels between, on the one hand, the 

search by mothers for the bodies of their children killed by Pinochet’s 

supporters and, on the other, astronomers watching and recording the 

stars in the Atacama’s high-altitude observatories. (The wave millime-

ter arrays were not yet functioning when Guzman created his film). 

Guzman treats the desert landscape as a recording machine for both 

human and inhuman memories: the search for murdered loved ones 

and the trace of stars 50 million light-years away. The film thus suggests 

that the desert provides some kind of intelligence and memory that is 

partially accessible, but not restricted, to humans. Guzman offers us a 

dangerous romance with the possibilities afforded by our nonhuman 

intelligences that augment or supplant our human memories (see fig-

ures C.2 and C.3).

C.1  Calama Memorial for the Pinochet victims. Source: Wikimedia Commons, accessed 

August 6, 2019, https://commons​.wikimedia​.org​/wiki​/File:Memorial_DDHH_Chile_06​

_Memorial_en_Calama​.jpg​.

https://commons.wikimedia.org/wiki/File:Memorial_DDHH_Chile_06_Memorial_en_Calama.jpg
https://commons.wikimedia.org/wiki/File:Memorial_DDHH_Chile_06_Memorial_en_Calama.jpg
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C.2  Patricio Guzman, Waiting for the Light, 2010.

C.3  Patricio Guzman, Waiting for the Light, 2010.
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His story ties together tales of cybernetics, astronomy, and economy 

in a way that confronts both the horror of and our capacity to imag-

ine encounters with radical forms of difference. In many ways it refracts 

the event horizon as an image. It is the image of what we cannot see. 

It is proof of the limits of scientific representation. Our hope is that by 

reflexively encountering through our machines the very limits to human 

knowledge and control, we might envision another path for smartness—a 

path that, by recognizing the limits to computation, realizes new possible 

relations of care and participation to the world.
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